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Abstract Methods for the identification of models for
hydrological forecasting have to consider the specific
nature of these models and the uncertainties present in
the modeling process. Current approaches fail to fully
incorporate these two aspects. In this paper we review
the nature of hydrological models and the consequences
of this nature for the task of model identification. We
then continue to discuss the history (‘““The need for more
POWER?”), the current state (“‘Learning from other
fields”’) and the future (““Towards a general framework™)
of model identification. The discussion closes with a list
of desirable features for an identification framework
under uncertainty and open research questions in need
of answers before such a framework can be imple-
mented.
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1 Introduction

Water resources and ecosystems around the globe are
coming under increasing stress due to both natural and
human-induced climate change/variability, and due to
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increasing population pressure leading to increased wa-
ter use, land use changes including urbanization, etc.
(Sivapalan et al. 2003). Recent research suggests that a
warmer climate might increase the frequency of extreme
events, i.e. heavy precipitation and droughts (Karl et al.
1995; Tsonis 1996). This change includes an increase of
the amount of randomness in the system, which in turn
leads to a decrease in the predictability of the system
(Tsonis 2004). Both flood risk and the occurrence of
drought therefore appear to be increasing, while regions
where observational data are sparse tend to be the most
vulnerable. This is particularly true for many less
developed countries where floods and droughts consis-
tently result in substantial loss of life. A devastating
example is the 1991 flood in Bangladesh that killed
140,000 people in a period of just 2 days (Kundzewicz
and Kaczmarek 2000). These areas also include many
countries in which the decline of hydrological measure-
ment networks is most severe, leading to a need for
modeling approaches that can provide reliable predic-
tions in ungauged watersheds (e.g. Sivapalan et al.
2003). But countries in the developed world are also
increasingly affected; for example, the 1993 flood in the
Midwest USA showed recurrence intervals between 100
and 500 years in some locations along the Mississippi
and Missouri Rivers (Kundzewicz and Kaczmarek
2000).

Sustainable management policies are required to
respond to these trends. Among the sources of
information available to policy makers are predictive
models capable of simulating the behavior of hydro-
logical systems over a broad range of space and time
scales, and (potential) climates. Many such models are
in operational use, applied to assess future climate or
land use scenarios, analyze current systems, forecast
flood events in real-time, or in support of sustainable
water resources management (e.g. Singh and Frevert
2002a, b). In general, models attempt to represent the
complex, spatially distributed, interactions of water,
energy and vegetation by means of mathematical
equations.



These predictive models conceptualize (and thus
simplify) reality using systems of coupled expressions
that can be solved using a computer. The models are
typically driven by observations of forcing variables
such as precipitation, temperature, etc. The conceptu-
alization process and the need for data are just the first
of many sources of uncertainty impacting the modeling
process. Perhaps the most fundamental of these uncer-
tainties is the conceptualization of reality, which reflects
the hydrological modeler’s (incomplete and/or biased)
understanding and abstraction of the important pro-
cesses and interactions in the real-world system and will
therefore vary from person to person. At the same time,
data used to drive the model will only be an approxi-
mation of the real-world forcing due to problems of
detection and measurement (e.g. precipitation uncer-
tainty resulting from inadequate spatio-temporal sam-
pling densities). Good modeling practice requires that
the forcing data, structural and other uncertainties be
propagated into the model predictions and communi-
cated in an appropriate manner to the decision maker or
stakeholder, thereby allowing an appropriate degree of
confidence to be attributed to the model results. Re-
cently, there has been a surge in attention given to
methods for the treatment of model uncertainty as (a)
decision makers have begun to push for better quanti-
fication of the accuracy and precision of hydrological
model predictions, (b) interest has grown in methods for
properly merging data with models and for reducing
predictive uncertainty and (c) scientists have begun to
search for better ways to represent what is, and is not,
well understood about the hydrological systems they
study. Another aspect that makes the inclusion of
uncertainty estimates important is the (obvious) fact
that extreme events are rare (Kundzewicz 2002; Hall and
Anderson 2002), which limits the data available to
condition models for many relevant cases and often
synthetic scenarios have to be used.

This discussion paper exemplifies the need for prob-
abilistic hydrological predictions. This need has gener-
ally been acknowledged and the importance of reducing
uncertainty has been made the focus of the International
Association of Hydrological Science’s (IAHS) Predic-
tion in Ungauged Basins (PUB) initiative (Sivapalan
et al. 2003). However, how to estimate this uncertainty is
still an open question. In the subsequent sections, we
review the nature of hydrological models and the con-
sequence of this nature for any system identification
approach in the presence of uncertainty. We then pro-
ceed to discuss the current state-of-the-art of model
identification and how it has emerged from earlier
thinking, including current bottlenecks for scientific
progress and potential ways forward. We close by listing
several open questions in need of attention. The inten-
tion of this paper is not to provide an extensive review,
which would be difficult within the limited space avail-
able, but a discussion of the main historic and recent
developments, directions and some open questions in the
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context of an increasing appreciation and inclusion of
uncertainty in hydrological forecasting.

2 The nature of hydrological models

The hydrological behavior of a watershed can be con-
ceptualized as a number of spatially distributed and
highly interrelated water, energy and vegetation pro-
cesses. Any computer-based model of watershed
behavior must, therefore, implement this conceptuali-
zation using appropriately coupled systems of para-
metric mathematical expressions; with parameters
allowing for flexibility in adapting the model to different
(but conceptually similar) watersheds. These parame-
terizations can be of different levels of complexity, but
are, by definition, much simpler than nature itself.

Two important characteristics of this modeling pro-
cess are relevant to our discussion. First, every hydro-
logical model, regardless of how spatially explicit, is to
some degree a lumped approximation of a heteroge-
neous world, so that its parametric equations describe
the real-world processes as being aggregated in space
and time (Fig. 1). Consequently, at least some (if not all)
of the model parameters lose some degree of direct
physical interpretation (or representativeness) and
measurability, and should therefore be understood as
being “‘conceptual” or “effective” parameters. Further,
in virtually all cases the scale at which effective param-
eters are defined (by the model) is typically different
(mostly larger) from the scale at which measurements
can be made in the field. Therefore, the correspondence
between the field measurements of ““parameters” and the
effective parameters defined in the model can become
very weak, and it becomes necessary to resort to an
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Fig. 1 Heterogeneous real world represented by homogeneous
model element (though a sub-grid distribution might be included)
using effective model parameters, theta, and states, x. Adapted
from Grayson and Bloschl (2001)
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indirect process of parameter estimation to select
parameters values (sets) that provide appropriate model
behavior (i.e. that emulates the behavior of the real-
world system in relation to the modeler’s needs and
objectives) (e.g. Hornberger and Spear 1981; Young
1983; Van Straten and Keesman 1991; Beven 2005). In
this process of parameter estimation (often called model
calibration) the value of the parameter is adjusted so as
to bring the model simulated input—output behavior into
close correspondence with the system input—output
behavior observed in the field. While hydrological
models usually contain several such parameters which
cannot be assumed to have direct physical (measurable)
interpretation, it is often assumed that their values
should have physical relevance, insofar as they are be-
lieved to correspond to inherent and invariant properties
of the hydrological system. It is also important to note
that the state variable within the model (or within the
model element, i.e. a spatial sub-unit of the model) is an
“effective” state, i.e. the distribution of moisture content
within the model (element) domain is usually lumped
into a single aggregate quantity (and less commonly
represented as a statistical distribution of this variable
within the particular element). This fact must be taken
into account when attempting to assimilate soil moisture
content information (typically collected as point mea-
surements or inferred from remote sensing measure-
ments) into a hydrological model. The ability to
assimilate information into the model depends on the
degree of correlation between the model state variable(s)
and the observed variable.

A second characteristic of hydrological models is the
common practice of specifying/selecting the model
structural equations prior to any modeling being
undertaken (Wheater et al. 1993). However, there ap-
pear to be no well-defined pathways or objective pro-
cedures that will lead to unambiguous selection of an
appropriate model structure. Rather, this process is
influenced by a combination of factors including
observations about the characteristics of the watershed,
available data, modeling objective and personal prefer-
ence.

3 The nature of hydrological model identification under
uncertainty

The process of identifying one or more suitable models
for a specific application and then using them to derive
model predictions requires that the following compo-
nents be defined, measured or in some way estimated: (1)
Model: structure, parameters and states; also, initial and
boundary conditions, and (2) Data: measurements of
forcing and response.

It is commonly accepted that these elements will all
contain uncertainties that can affect the model predic-
tions. These uncertainties stem from a variety of sources
(e.g. Melching 1995; Gupta et al. 2005), and are related

to our understanding and measurement capabilities
regarding the real-world system under study:

o Perceptual model uncertainty, i.e. the conceptual rep-
resentation of the watershed that is subsequently
translated into mathematical (numerical) form in the
model. The perceptual model (PM; Beven 2001) is
based on our understanding of the real-world wa-
tershed system, i.e. flowpaths, number and location of
state variables, runoff production mechanisms, etc.
This understanding might be poor, particularly for
aspects relating to subsurface system characteristics,
and therefore our PM might be highly uncertain
(Neuman 2002).

the data:

e Data uncertainty, i.e. uncertainty caused by errors in
the measurement of input (including forcing) and
output data, or by data processing. Additional
uncertainty is introduced if long-term predictions are
made, for instance in the case of climate change sce-
narios for which per definition no observations are
available. A hydrological model might also be applied
in integrated systems, e.g. connected to a socio-eco-
nomic model, to assess for examples impacts of water
resources changes on economic behavior. Data to
constrain these integrated models is rarely available
(e.g. Letcher et al. 2004). An element of data pro-
cessing uncertainty is introduced when a model is re-
quired to interpret the actual measurement. A typical
example is the use of radar rainfall measurements.
These are measurements of reflectivity that have to be
transformed to rainfall estimates using a (empirical)
model with a chosen functional relationship and cal-
ibrated parameters, both of which can be highly
uncertain.

and the mathematical/numerical model(s) and its (their)
components:

e Parameter estimation uncertainty, i.e. the inability to
uniquely locate a ‘best’ parameter set (model, i.e. a
model structure parameter set combination) based on
the available information. The lack of correlation of-
ten found between conceptual model parameters and
physical watershed characteristics will commonly re-
sult in significant prediction uncertainty if the model is
extrapolated to predict the system behavior under
changed conditions (e.g. land use change or urbani-
zation) or to simulate the behavior of a similar, but
geographically different watersheds for which no
observations of the variable of interest are available,
i.e. the ungauged case. Changes in the represented
system have to be considered through adjustments of
the model parameters (or even the model structure),
and the degree of adjustment has so far been difficult
to determine without measurements of the changed
system response.



o Model structural uncertainty introduced through sim-
plifications and/or inadequacies and/or ambiguity in
the description of real-world processes.

There will be some initial uncertainty in the model
state(s) at the beginning of the modeled time period.
This type of uncertainty can usually be taken care of
through the use of a warm-up (spin-up) period or by
optimizing the initial state(s) to fit the beginning of the
observed time-series. Errors in the model (structure and
parameters) and in the observations will also commonly
cause the states to deviate from the actual state of the
system in subsequent time periods. This problem is often
reduced using data assimilation techniques as discussed
later.

Another typical problem is a difference in scale and/
or definition of observed and simulated variables that
introduces uncertainty as already alluded to in the dis-
cussion of Fig. 1 (see also discussion by Beven 2001).
Observations of soil moisture might for example be
based on point measurements or (very shallow) remote
sensing data whereas the model variable might represent
the aggregate soil moisture content in the unsaturated
zone over a particular grid box. In such a case, a perfect
match between observations and simulation cannot be
expected and is not even something the modeler should
strive for (Gupta et al. 2005). This type of representation
uncertainty (or error) could for example be attributed to
the data uncertainty (e.g. a point estimate is used to
represent a larger area), or it could be attributed to
model structural error (e.g. an average value is predicted
instead of a distribution for a certain area) (Serensen
et al. 2004; Fukomori et al. 1999).

3.1 Past model identification—the need for more
“POWER”

Hydrological model structures of the continuous wa-
tershed response became feasible in the 1960s. They were
usually relatively straightforward lumped, conceptual
mathematical representations of the (perceived to be
important) hydrological processes, with little (if any)
consideration of issues such as identifiability of the
parameters or information content of the watershed re-
sponse observations. It became quickly apparent that
the parameters of such models could not be directly
estimated through measurements in the field and that
some sort of adjustment (fine-tuning) of the parameters
was required to match simulated system responses with
observations (e.g. Dawdy and O’Donnell 1965).
Adjustment approaches were initially based on manual
perturbation of the parameter values. Over the years, a
variety of manual calibration procedures have been
developed, some having reached rather high levels of
sophistication and able to provide very good (and
hydrologically realistic) model parameters and predic-
tions, i.e. a well-calibrated model (Burnash 1995).
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Necessary conditions for a RR model to be “well-cali-
brated” are that it has (at least) the following three
characteristics (Gupta et al. 2005; Wagener et al.
2003b):

1. The input-state—output behavior of the model is
consistent with the measurements of watershed
behavior.

2. The model predictions are accurate (i.e. they have
negligible bias) and precise (i.e. the prediction
uncertainty is relatively small).

3. The model structure and behavior are consistent with
a current hydrological understanding of reality. This
last point is often ignored in operational settings,
where the focus is generally on ‘““useful”” rather than
realistic models. This will be an adequate approach in
many cases, but will eventually lead to limitations of
potential model uses. This problem is exemplified in
the current attempts to modeling watershed residence
times and flowpaths (McDonnell 2003). This aspect,
often not crucial for reliable quantitative flow pre-
dictions, is however relevant for many of today’s
environmental problems, but cannot be simulated by
many of the currently available models.

The high number of non-linearly interacting
parameters present in most hydrological models makes
manual calibration a very labor-intensive and difficult
process requiring considerable experience. This experi-
ential knowledge is difficult to acquire and cannot easily
be transferred from one hydrologist to the next. In
addition, manual calibration does not formally incor-
porate an analysis of uncertainty, as is required in a
modern decision making context.

The obvious advantages of computer-based ‘‘auto-
matic’’ calibration procedures began to spark interest in
such approaches as soon as computers became more
easily available for research. In automatic calibration,
the ability of a parameter set to reproduce the observed
system response is measured (summarized) by means of
an “objective function” (also sometimes called loss or
cost function). Typically, this objective function is an
aggregated measure of the residuals, i.e. the differences
between observed and simulated responses at each time-
step. An important early example of automatic calibra-
tion is the dissertation work by Ibbitt (in the early 1970s)
in which a variety of automated approaches were ap-
plied to several watershed models of varying complexity
(Ibbitt 1970; see also Ibbitt and O’Donnell 1971). The
approaches were mainly based on local-search optimi-
zation techniques, i.e. methods that start from a selected
initial point in the parameter space and then “walk”
through it, following some pre-defined rule system, to
iteratively search for parameter sets that yield progres-
sively better objective function values. Ibbitt (1970)
found that it is difficult to conclude when the “best”
parameter set has been found, because the result
depends both on the chosen method and the initial
starting parameter set.
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The application of local-search calibration ap-
proaches to all but the most simple watershed models
has been largely unsuccessful. In reflection of this,
Johnston and Pilgrim (1976) reported the failure of their
2-year quest to find an optimal parameter set for a
typical conceptual RR model. Their honesty in reporting
this failure ultimately led to a paradigm shift as
researchers started to look closely at the possible reasons
for this lack of success.

The difficulty of the task at hand really only became
clear in the early 1990s when Duan et al. (1992) con-
ducted a detailed study of the characteristics of the re-
sponse surface that any search algorithm has to explore.
Their studies showed that the specific characteristics of
the response surface, i.e. the n+ 1 dimensional space of n
model parameters and an objective function, of hydro-
logical models give rise to conditions that make it ex-
tremely difficult for local optimization strategies to be
successful. They listed the following characteristics
commonly associated with the response surface of a
typical hydrological model:

It contains more than one main region of attraction.
Each region of attraction contains many local optima.
It is rough with discontinuous derivatives.

It is flat in many regions, particularly in the vicinity of
the optimum, with significantly different parameter
sensitivities.

e Its shape includes long and curved ridges.

Concluding that optimization strategies need to be
powerful enough to overcome the search difficulties
presented by these response surface characteristics,
Duan et al. (1992) developed the Shuffled Complex
Evolution (SCE-UA) global optimization method. The
SCE-UA algorithm has since been proven, via many
studies, to be highly reliable in locating the optimum
(where one exists) on the response surfaces of typical
hydrological models. However, in a follow-up paper,
Sorooshian et al. (1993) used SCE-UA to show that
several different parameter combinations of the rela-
tively complex Sacramento model (13 free parameters)
could be found which produced essentially identical
objective function values, thereby indicating that not all
of the parameter uncertainty can be resolved through an
efficient global optimizer. Similar observations of mul-
tiple parameter combinations producing similar perfor-
mances have also been made by others (e.g. Binley and
Beven 1991; Beven and Binley 1992; Spear 1995; Young
et al. 1996). Part of this problem had been attributed to
overly complex models for the information content of
the system response data available, usually streamflow
(e.g. Young 1992, 1998).

Thus, at least three different schools of thought
emerged from this period, each attempting to address the
problem of parameter non-uniqueness in different ways:

e FEquifinality. The philosophy that, in any modeling
study of reasonably complex environmental systems,

multiple models can be found that provide predictions
that are consistent with available observations. This
philosophy has been promoted by, for example, the
Generalized Likelihood Uncertainty Estimation
(GLUE) approach. See, for example, Beven and Bin-
ley (1992), Freer et al. (1996, 2004), Romanowicz et
al. (1994), Beven (1993, 2005) and other papers.

e Parsimony. The philosophy that many hydrological
models are too complex (in terms of the number of
parameters) for the task at hand and in relation to the
information content available in the observed time-
series of the system response, and that simpler models
can (and should) be used for practical modeling
applications. This philosophy has been promoted by,
for example Beck (1987), Young (1992), Jakeman and
Hornberger (1993), Wheater et al. (1993), Young and
Beven (1994), Young et al. (1996, 1997), Hooper et al.
(1998) and others. Note, however, that Beck (1987; see
also Reichert and Omlin 1999) already pointed out the
dilemma that a simple model based on the modes
found in the observations could miss key aspects of
the system behavior because pertinent modes of
behavior might not have been excited during the
model identification process.

e Power. The philosophy that commonly used ap-
proaches to model (parameter) identification lack
power, i.e. are poor in discriminative ability and are
inefficient in the use of the available qualitative and
quantitative information, including the information
available in the observations. This philosophy has
been promoted by, for example, Gupta et al. (1998),
Willmott (1982), Boyle et al. (2000), Vrugt et al.
(2003b), Wagener et al. (2003a).

It must be stressed that these three schools really
differ only in emphasis and are not mutually exclusive.
Clearly, the ideas of equifinality and of parsimony can
only be fully explored if powerful identification proce-
dures are applied. There has also been a gradual but
general recognition of the need to move from procedures
that focus on the identification of a single best model
towards procedures that seek to reduce the uncertainty
in the predictions of one or more models (Fig. 2), i.e.
from a philosophy of “optimization” towards a philos-
ophy of “consistency” (i.e. finding models that are
consistent with the behavior of the real world system;
e.g. Beven 2005; Seibert and McDonnell 2002; Gupta
et al. 2005). The conclusion that consistency is more
important than optimality seems generally accepted as a
working paradigm, in particular since the notion of
optimality might be fragile in the presence of the above
mentioned uncertainties anyway. As mentioned earlier,
the parameter sets identified in a typical single objective
framework are often uncertain, and this uncertainty
should be considered in a way (e.g. stochastic or set-
theoretic framework) that allows for the identification of
the posterior probabilistic distribution of parameter
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values. One simple way to achieve this is by propagating
an estimate of the mean and the variance of each
parameter into the output space (see Melching 1995, for
a review of algorithms). Alternatively, Monte Carlo
sampling strategies can be employed, either using simple
approaches (e.g. uniform random sampling, Latin
Hypercube sampling) or using advanced strategies that
utilize the information obtained in initial steps (e.g.
Markov Chain Monte Carlo sampling, Metropolis-
Hastings) based on some assumptions regarding the
expected posterior distribution. While the latter ap-
proaches do not require information regarding the ex-
pected posterior distribution, they nonetheless gain
convergence speed when posterior and proposal distri-
butions are similar.

While an improved consideration of parameter
uncertainty is a significant step forward, Gupta et al.
(1998) have pointed out that this by itself will not be
sufficient because the identification problem itself is
commonly ill-posed and uncertain. In particular, the use
of an identification framework based on a single objec-
tive function is based on the erroneous assumption that
all the available information can be summarized (in a
recoverable form) using a single aggregate measure of
model performance, leading unavoidably to the loss of
information (see e.g. Wagener et al. 2001) and therefore
poor discriminative power. Gupta et al. (1998) proposed
the use of a multi-objective (MO) framework as a way
towards addressing this problem (for MO approaches
see also for example Yang and Haan 1991; Vrugt et al.
2003a). This and the following work along those lines
has suggested that the use of a single objective function
may only allow for the identification of around 3-5
parameters (see for example results in Jakeman and
Hornberger 1993; Perrin et al. 2000), and that this limit
is a consequence of the weakness of single objective
identification procedures, rather than being a conse-
quence of insufficient available information. It may
therefore be dangerous (and premature) to conclude
equifinality or that only a parsimonious low-order
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model can be identified given the available data. The
work has also shown that the amount of structural
uncertainty present had typically been underestimated in
the past.

From one point of view, stochastic or set-theoretic
single objective identification procedures allow for the
consideration of uncertainty in the solution (answer),
while multi-objective identification procedures allow for
the consideration of uncertainty in the problem (question)

formulation. Of course, we can always infer something

about the quality of our problem definition from the
uncertainty in the solution, e.g. the problem could be too
ill-defined to significantly constrain the model or too
well-defined to maintain a sufficient range of model
behaviors for a validation period. If we are uncertain
about what the definition of the problem should be, then
multiple-objectives help us to consider this. In addition,
we of course need a multi-objective approach when we
have multiple output variables (e.g. Hooper et al. 1988;
Madsen 2003; Madsen et al. 2003).

3.2 Current model identification—learning from other
fields

Currently available methods to consider model uncer-
tainty mainly map the uncertainty entirely into the
parameter space, then sample from the parameter space
to propagate the uncertainty into the model predictions.
The other sources of uncertainty listed in Sect. 2 have
not yet become standard aspects of model uncertainty
approaches (for exceptions and discussions see for
example Kavetski et al. 2003; Freer et al. 2004; Gupta
et al. 2005). Gupta et al. (2005) note that usually only a
single value of the difference between model prediction
and observation is available at any given time-step, most
commonly streamflow. This single residual value may
contain little (if any) information that would allow for it
to be separated into the different contributions that gave
rise to its existence.
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As mentioned earlier, single-objective batch ap-
proaches lead to the loss of information due to the
aggregation into an overall summary measure. This has
led to an increased interest in recursive approaches that
allow for more of the available information to be used
for model (parameter) identification. Thiemann et al.
(2001) demonstrated this using a simplified Bayesian
framework, but reported that the posterior probability
distributions eventually collapsed due to an insufficient
sampling density in the high probability regions of the
parameter space. Misirli (2003) later addressed this
problem by introducing the use of parameter re-sam-
pling, and by incorporating entropy corrections to ac-
count for model and data uncertainty. Wagener et al.
(2003a, b) introduced a set-theoretic smoothing algo-
rithm based on a modification of the GLUE approach to
separate time periods of information and noise, and to
track the variation of optimal parameter regions in time.
Using this approach they showed how parameter vari-
ation can be used to analyze model structural error.
Other researchers have introduced alternative types of
recursive identification or sensitivity analysis approaches
with similar objectives, but based on somewhat different
underlying assumptions and sampling strategies (e.g.
Beck 1987; Young 2001; Vrugt et al. 2002; Gooseff et al.
2005).

Of particular interest for the issue of flood forecast-
ing (or other short-term predictions) are methods that
incorporate state-updating (data assimilation) to opti-
mize the short-term performance of models, even if the
temporal persistence of this updating might not be long.
Most approaches are based on filtering techniques
ranging from the simple Kalman (KF) and extended
Kalman (EKF) filters to the more recent Ensemble
Kalman filters (EnKF) that are better able to cope with
the non-linearities inherent to hydrological models (for
different filter implementations see for example Kitani-
dis and Bras 1980a, b; Young 2002; Reichle et al. 2002;
Vrugt et al. 2005). However, such filters typically
propagate only second order characteristics and use
linear correlation-based updating rules that are unable
to summarize the higher order characteristics required
to describe the highly skewed posterior distributions
characteristic of hydrological models. In case of the
EnKF, an ensemble approximation of the entire distri-
bution of the state is propagated, while only the first
and second order moments are used for updating. Issues
regarding how the structures of errors and covariances
may change in time, and what effects this may have
when using data assimilation techniques that assume
that those error characteristics are time-invariant are
still in discussion.

A general conclusion that can be drawn from the
studies mentioned above is that model structural error
can be the most significant component of the overall
predictive uncertainty. While research to date has fo-
cused mainly on the treatment of parameter and data
uncertainty, it has recently become apparent that the
impact of model structural error can often be more se-

vere than that of uncertain parameters (Carrera and
Neuman 1986). Several researchers have attempted to
assess the level of structural uncertainty present in
hydrological models using multi-objective approaches to
demonstrate the inability of the model to simultaneously
fit all system response modes (Gupta et al. 1998; Boyle
et al. 2000; Madsen 2000; Wagener et al. 2001, 2003a;
Vrugt et al 2003a). It is clear that structural error gives
rise to time-varying bias in the model predictions, but
there is little understanding of its magnitude in relation
to other uncertainties present, and how the impact of
this bias changes in time. If prediction is the main aim,
then the best currently available approach may be the
use of a data assimilation technique to bring about
temporary (short-term) reductions in this and other
biases.

The model structural space is infinite and it is there-
fore only possible to find a currently best model struc-
ture (rather than a ‘true’ structure) or currently
acceptable set of model structures by comparing them to
all available observations (Butts et al. 2004). Figure 3
illustrates a range of potential situations that one could
encounter with respect to the knowledge of the under-
lying hydrological system. It ranges from a well-known
system (with a high level of prior system knowledge), for
which the model structure can be very accurately de-
fined, to a poorly known system where very little may be
known about how the system functions, i.e. the structure
has to be based on a very uncertain perceptual model.
When the model we have a chosen is a relatively good
description of the system under study, it may be possible
to evaluate the effects of system uncertainty by simply
perturbing the model structure to account for any
remaining uncertainty. Another approach, introduced
by Kennedy and O’Hagan (2001), uses a model inade-
quacy function in a Bayesian context to account for
structural uncertainty by developing a more complex
error model. The underlying model assumptions can
then be tested by examining the characteristics of the
residual time-series. When the system is less certain, it
may be necessary to incorporate several potential system
representations, for example using a Bayesian averaging
scheme (Hoeting et al. 1999; Neuman 2002). The GLUE
approach mentioned earlier (and several others) also
theoretically allows for the consideration of multiple
model structures. However, if the underlying system is
very poorly understood, but input—output response data
are available, then a data-based approach might be a
way to gain some understanding of the underlying
model structure, though much work remains to be done
to further develop this approach (Young 2001). In
general, more research is needed to develop systematic
approaches to handle model structural uncertainty. A
less formal approach to model development might be
needed to open up new pathways in developing new
model structures beyond our current ideas. This could
include soft modeling approaches that do not pre-im-
pose structural constraints but let the data (response
observations) constrain potential behavior (Fig. 3).
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Fig. 3 Approaches to consider model structural uncertainty based
on knowledge of underlying system

At present, it appears that much of the published
work is focusing largely on developing solutions to the
technical problems of sampling and propagating multi-
variate distributions to yield uncertainty propagation
schemes more appropriate to the specific characteristics
of hydrological models. Much might be gained in this
context from adoption or adaptation of methods
developed in other fields where such investigations are
more advanced. For example, data assimilation has been
extensively studied in meteorology and oceanography.
This will for example lead to techniques less restricted by
current assumptions as mentioned above.

3.3 Future model identification—towards a general
framework

As discussed, a wide variety of methods to considering
uncertainty in hydrological modeling is currently avail-
able. These methods differ in underlying philosophy,
assumptions made; sampling strategies applied, etc. (see
for example Beven 2005). However, there is remarkably
poor understanding of the effect of these differences, and
woefully little guidance on what approach should be
used under what circumstances. An important driver to
increase our understanding in this regard (and for the
development of uncertainty analysis techniques) will be
a search for a unifying uncertainty framework, as is
currently being attempted under the umbrella of the
PUB initiative of the IAHS. Such a framework does not
currently exist; with the result that model estimated
predictive uncertainties vary considerably depending on
the underlying assumptions of any given technique. It is
hoped that this initiative will encourage studies that
compare uncertainty analysis techniques, thereby help-
ing to provide better understanding of the effects of
underlying assumptions, and ultimately resulting in
guidance as to what uncertainty approach to use under
what circumstances. Beven and Freer (2001) remind us
that a good starting point is the realization that any
model identification procedure should consider the fol-
lowing necessary steps:
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1. Define how to measure the level of consistency be-
tween modeled and observed system behavior.

2. Locate all (or a representative set of) models that
comply with this definition in the feasible model
space.

3. Propagate the predictions of these models into the
output space while considering other uncertainties.

Approaches vary widely in the manner in which these
steps are implemented. Comparing uncertainty analysis
techniques based on these three steps will increase our
understanding about the consequences of differences in
assumptions and technical implementation.

Gupta et al. (2005) compiled a list of desirable fea-
tures for an identification framework under uncertainty
that might, or might not, be achievable, presented here
with some example science questions that need
addressing if such a technique should be achieved. The
model identification strategy should:

1. Explicitly incorporate all sources of uncertainty.
Question: How can we estimate the level of contri-
bution of the different sources of uncertainty to the
overall uncertainty?

2. Incorporate multiple sources of information. Ques-
tion: How much of this information can be assimi-
lated into models, considering model structural error
and differences in predicted and observed variables?

3. Permit recursive processing of data. Question: What
approach can be used to sample and propagate from
multivariate distributions, including higher order
moments?

4. Provide probabilistic estimates of model outputs.
Question: The level of predictive uncertainty differs
widely if different approaches are tested, where do the
differences originate and what do they mean for any
decision making context? How can we define experi-
ments that help in the development of guidance about
what uncertainty analysis approach to use under
what circumstances (i.e. watershed, data and model-
ing objective)?

5. Allow for the description of a priori uncertainty.
Question: How can we define prior uncertainties
regarding the data, model parameters and structure,
etc.? What is their structure?

4 Conclusions and open questions

Years of research into appropriate methods for the
identification of hydrological models under uncertainty
have led from a process of attempting to identify some
‘best’ model, towards attempting to identify all models
(or model structures) that are consistent with the ob-
served system behavior and rank the retained models
with respect to their performance. Any model identifi-
cation procedure can thus be reduced to steps that ad-
dress the following three basic questions:
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What constitutes a behavioral model?

. How to identify the subset of behavioral models in
the feasible model space?

3. How to propagate behavioral predictions into the

output space, while considering the uncertainty in the

input data, model states, boundary conditions, etc.?

Do —

There are currently a wide variety of definitions and
methods available that attempt to answer these three
questions and there is little guidance regarding which
approach to apply under specific circumstances.
Progress is likely to come both from research by indi-
vidual groups and by comparison studies involving
larger scale participation and including as many differ-
ent techniques as possible.

A last aspect not yet receiving sufficient attention is
the issue of realism in hydrological models (see, for
example, discussions in Seibert and McDonnell 2002;
Wagener 2003; Beven 2005). It is not clear how this issue
can be properly handled in the context of regression and
systems theory based approaches, but some way forward
will have to be found if reliable predictions in ungauged
basins are to be our ultimate objective.
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