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Abstract

The stirred tank reactor is one of the most commonly used devices in industry for achieving mixing and reaction. We consider
a combined experimental=computational approach for the simulation of &ow inside a stirred tank. Two sets of experiments are
performed to measure the velocity 9eld in the neighborhood of the impeller. The 9rst set of PIV measurements is on six di;erent
r–z planes phase locked at 0

◦
, 10

◦
, 20

◦
, 30

◦
, 40

◦
and 50

◦
to the blade location. The second set of PIV measurements is on a curved

�–z plane whose radial location is just outside the impeller blade tip radius. Measurements indicate that the impeller-induced &ow
is dominated by three &ow components: a circumferential &ow, a tangential jet and pairs of tip vortices. A simple theoretical model
is developed for each &ow component and their superposition is observed to provide a good description of the impeller-induced
&ow. The theoretical model is used as a velocity boundary condition for numerical simulation. The impeller-induced boundary
condition is fully three dimensional, an important aspect that signi9cantly enriches the mathematical representation of the primary
source of motion. The results of two- and three-dimensional simulations are compared with measurements in the interior of the
tank. ? 2001 Elsevier Science Ltd. All rights reserved.

Keywords: Rushton turbine; Turbulence; Simulation; Mixing; Fluid mechanics; Particle image velocimetry

1. Introduction

A stirred tank reactor is one of the most commonly
used devices in industry for mixing. Even a simple stirred
tank is geometrically complex and under most operating
conditions the &ow is fully turbulent. The &ow is often
turbulent over the entire tank; the spatio-temporal com-
plexity of the &ow is not limited to the vicinity of the
impellers (Rao & Brodkey, 1972). As a result, prediction
of &ow and mixing in a stirred tank is challenging.

One of the fundamental challenges is to transfer the
process technology from the laboratory-scale experiments
of a few liters to production-scale stirred tanks of several
thousand liters. For lack of a reliable approach to guide
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the scale-up process, the design of a production-scale
stirred tank often evolves through a number of interme-
diate stages involving laboratory experiments and pilot
plants. This time consuming and expensive step-by-step
scale-up process is currently necessary to build con9-
dence in the 9nal product. Without further advances, the
design of stirred tank reactors will continue to contain
uncertainties that can be removed only by recourse to ex-
pensive experimental veri9cation and pilot plants.

Development of a reliable computational approach for
the design of stirred tank reactors faces an important
challenge: incorporation of the e;ects of the impellers.
There have been recent attempts at computing the de-
tailed &ow around the impellers using moving=deforming
grids and sliding meshes (Luo, Gosman, Issa, Middle-
ton, & Fitzgerald, 1993; Lee, Ng, & Yianneskis, 1996).
This approach may be viable at low Reynolds num-
bers corresponding to slow operating speeds in a small
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Fig. 1. Schematic of the stirred tank with a typical six-blade Rushton impeller. The plan view shown at the bottom on the right is viewed up
from under the tank.

tank. However, at higher Reynolds numbers the &ow in
the impeller region is quite complex, and the range of
length and time scales is so wide as to preclude direct
numerical simulation of all these scales. Even large eddy
simulation faces a severe challenge in the impeller
region. Unlike eddies in the turbulent cascade in the bulk
of the tank, in the region close to the impeller the eddies
are driven directly by external driving mechanism; they
are thus problem-dependent and cannot be represented
by a universal model.

Instead of a direct computation of the impeller-induced
&ow, the e;ect of the impellers can be incorporated
into the computations as distributed momentum source
(Eggels, 1996; Revstedt, Fuchs, & Tragardh, 1998) or
through an approximate aerodynamic theory for the im-
peller blades (Pericleous & Patel, 1987). In the present
work, we address the &ow in a stirred tank through a co-
ordinated experimental and computational e;ort. Particle
image velocimetry (PIV) (Sharp, Kim, & Adrian, 1998)
and stereoscopic PIV experiments (Hill, Sharp, & Adrian,
2000) are performed to obtain detailed information on
the velocity 9eld in the neighborhood of the impeller.
Then, computation of the &ow is performed outside of
the impeller swept volume (see Fig. 1). This procedure
generalizes past computations of stirred tank &ow, where
the average velocity on a pillbox around the impeller ob-
tained from experiment has been used as boundary con-
dition (Ranade, Joshi, & Marathe, 1989; Ju, Mulvahill,
& Pike, 1990). In the present work a three-component
velocity 9eld is obtained around the impeller region us-
ing stereo PIV, thus providing a more realistic complex
3D impeller-induced &ow as input for the computations.

Accurate measurement of the velocity 9eld around the
impeller swept volume alone is not suLcient for success-
ful interfacing with the computations. A good theoretical
model for the impeller-induced &ow is required in order

to cast the experimental measurement into a meaning-
ful velocity boundary condition. Based on measurements,
a simple theoretical description of the impeller-induced
&ow is developed. Results suggest that the &ow induced
from the Rushton turbine can be described as a super-
position of a circumferential &ow, a tangential jet and a
pair of tip vortices associated with each impeller blade
(see Kolar, Filip, & Curev, 1982, 1984; Kresta & Wood,
1991; Placek & Tavlarides, 1985). The impeller-induced
&ow is strongly three dimensional (3D), and as a result
a complex theoretical description is necessary to capture
all the essential features. It must be emphasized that a
simple curve-9t or naMNve interpolation of the experimen-
tal data for application as boundary condition in the com-
putations is futile.

It is important to assess the scaling behavior of the
impeller-induced &ow with parameters such as the size
and rotational speed of the impeller. In practical appli-
cation, one cannot rely upon performing experiments
each time boundary conditions are needed at the impeller
swept volume. The computations, after all, are intended to
replace the expensive experimental scale-up. The scaling
of the velocity boundary condition is complicated by the
fact that the impeller-induced &ow does not follow a sim-
ple scaling with the geometric and operating parameters.
A good understanding of each physical mechanism is
important in establishing an accurate overall scaling
relation. An important advantage of the theoretical
description is to simplify the scaling behavior. Each
component of the impeller-induced &ow (circumferential
&ow, circular jet and tip vortices) appears to follow a
simple scaling law, which is evaluated from a limited set
of experiments. However, the individual scaling laws are
di;erent for the di;erent components, thus explaining the
lack of a simple scaling for the overall impeller-induced
&ow. Computations are also performed with these
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Fig. 2. Top view of the experimental apparatus, including tank, blade, laser lightsheet and measurement plane. Arrangement for both the r–z
plane and �–z surface measurements is shown. The velocity 9eld on the curved surface is evaluated using interpolation of the stereo PIV data
obtained on three x–z planes shown in the 9gure, at distances 22:94; 25:44 and 26:94 mm from the tank centerline.

boundary conditions and the results are compared with
those from experiments.

2. Experimental methodology

A schematic of the stirred tank with a single Rush-
ton turbine having six impeller blades located midway
between the top and bottom of the tank is shown in
Fig. 1 (turbine diameter D = 50:8 mm). This geometry
is investigated computationally as well with appropri-
ate boundary conditions on the circular surface of the
impeller swept volume obtained from the experiments.
Proper data-facing between the two is accomplished with
a theoretical model for the impeller-induced &ow. To best
match the computations to be presented below a nonbaf-
&ed tank is used for the present measurements.

The purposes of the present experiments are three
fold: 9rst to provide the necessary information for the
development of accurate velocity boundary conditions

on the circular surface of the impeller swept volume;
second to obtain physical insights for modeling the
impeller-induced &ow in terms of identi9able &ow mech-
anisms; and 9nally to establish a benchmark for the &ow
and mixing within the stirred tank against which the
computational results can be compared for validation. In
order to accomplish these objectives three sets of mea-
surements were taken: (1) two-dimensional (2D) PIV
measurements on r–z planes phase locked at 0◦, 10◦, 20◦,
30◦, 40◦ and 50◦ with respect to the blades. In this set
of measurements the 9eld of view is limited to the near
blade region; (2) 2D PIV measurements on r–z planes,
similar to the 9rst set but with a larger 9eld of view; (3)
stereoscopic PIV measurements on the �–z surface of
the impeller swept volume (radius ≈ D=2) to obtain all
three components of velocity on this cylindrical surface
(Hill et al., 2000).

Fig. 2 shows the experimental setup for the r–z plane
measurements. A pulsed Nd :Yag laser is used to
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Fig. 3. Typical instantaneous velocity 9elds measured on the r–z
planes: (a) � = 0◦, (b) 10◦, (c) 20◦, (d) 30◦, (e) 40◦ and (f) 50◦.
The reference vector in frame (a) has magnitude of tip velocity.

illuminate the particles. The six-blade Rushton turbine
has a six-fold symmetry in the azimuthal direction, so
only 60◦ of phase-locked information is required to de-
9ne the statistics of the entire &ow. Here phase-locked
data are acquired in increments of 10◦ over the total 60◦

sector. One hundred velocity 9elds are acquired at each
phase-locked blade position. Two datasets are obtained
with magni9cations 0.26 and 0.56.

Samples of instantaneous velocity vector 9elds at the
six di;erent phase-locked locations are shown in Fig. 3
for the smaller 9eld of view. The measurements are taken
at an impeller speed of 100 rpm which corresponds to a
mixing Reynolds number of Re = ND2=� = 4000, where
N is the number of revolutions per second and � is the
kinematic viscosity of the &uid. The corresponding phase
average taken over 100 realizations is shown in
Fig. 4. In this 9gure and in what follows, all quantities
are nondimensional unless speci9ed explicitly in dimen-
sional terms. The tip radius (D=2) is taken as the length

Fig. 4. Phase-averaged velocity 9elds averaged over 100 instantaneous
realizations similar to those shown in Fig. 3: (a) �=0◦, (b) 10◦, (c)
20◦, (d) 30◦, (e) 40◦ and (f) 50◦. The reference vector in frame (a)
has magnitude of tip velocity.

scale, the blade tip velocity (ND) is the velocity scale,
the time and pressure scales are accordingly de9ned as
(1=2�N ) and (�[ND]2). In the strict sense there is no
symmetry about the z =0 center plane, owing to the free
surface at the top. However, for simplicity the computa-
tions assume an approximate symmetry in the neighbor-
hood of the impeller. The presence of tip vortices can be
observed both in phase-averaged and instantaneous vec-
tor plots. The phase-averaged velocities also suggest the
presence of a jet with a dominant radial component; this
is evident from the vector 9elds at �=0◦ and 50◦, where a
strong radial &ow can be seen. The &ow is quite unsteady
with the jet induced by the impeller and the tip vortices
meandering up and down the center plane (z = 0).

Fig. 2 also shows the stereoscopic PIV measurement
system for the �–z surface measurement. The measure-
ment on the curved surface is achieved by 9rst obtaining
data on three x–z planes. More details on the stereoscopic
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Fig. 5. Sample instantaneous three-dimensional velocity 9eld on
the three x–z planes for the 100 rpm case. The contours indicate
out-of-plane component of velocity. All velocity components have
been normalized by the blade tip velocity.

PIV measurement are given in Hill et al. (2000). Exper-
imental results are obtained for three di;erent rotation
rates of 50, 100 and 150 rpm corresponding to mixing
Reynolds numbers of approximately 2000, 4000 and
6000, which are in the transitional regime. Sample instan-
taneous velocity 9elds at the three measurement planes
are shown in Fig. 5. One hundred such instantaneous
velocity 9elds are accumulated and averaged at each loca-
tion, and the resulting data are interpolated onto a cylin-
drical surface that is enclosed by the data planes. Fig. 6a
shows the averaged axial-circumferential velocity 9eld

Fig. 6. Phase-averaged three-dimensional velocity 9eld on the curved
�–z surface at (r ≈ 1) obtained by averaging over 100 realizations:
(a) in-plane velocity vector plot and (b) out-of-plane velocity contour.
The disturbance seen on the lower right-hand side is due to re&ection
from the blade.

on the cylindrical surface for 100 rpm. Only a 60◦ sector
is shown. The data are also symmetrized about z =0 and
hence only the top half of the swept surface is shown. The
radial location of the cylindrical surface is at R=26 mm.
The corresponding contours of the out-of-plane radial
velocity are shown in Fig. 6b. As shown in Fig. 1 this
cylindrical surface cuts through the tip vortex pair and the
imprint of the tip vortex pair can be seen in Fig. 6a as the
crowding of the vector 9eld around � = 12◦ and z = 0. A
corresponding increase in the radial velocity can also be
observed due to the in&uence of the tip vortex pair. The
&ow 9eld in Fig. 6a is dominantly in the negative � direc-
tion, arising from the impeller-induced circumferential
&ow (note that the blade is also rotating in the negative �
direction).

3. Theoretical model of impeller-induced �ow

The dominant e;ect of the rotating Rushton impeller
is to generate a mean circumferential &ow, a jet &ow and
pairs of tip vortices. In the case of a Rushton turbine the
jet &ow slowly changes direction from a circumferential
direction to a radial direction with increasing distance
from the axis of the impeller. Furthermore, the tip vortex
pair is on average nearly symmetric. Here we will
consider simple theoretical models of these individual
components and how the experimental measurement 9ts
the theoretical model.
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3.1. Tangential jet

The jet &ow from a Rushton turbine is traditionally
approximated as a radial jet (Schwarz, 1963). However,
experimental results suggest that the data can be better
approximated as a tangential jet (Nielsen, 1958). Using
the results of Nielsen (1958), Desouza and Pike (1972)
separated the stirred tank into several regions and used
di;erent theoretical models to describe the &ow in each
region.

The tangential jet is purely circumferential at its virtual
source but progressively turns to a radial orientation as
radius increases out from the virtual source, due to cen-
trifugal e;ects (Nielsen, 1958; Desouza & Pike, 1972).
This &ow can be thought of as resulting from an in9nitely
thin circular ring of radius a, rotating in9nitely fast in
an unbounded &uid medium, but imparting 9nite net mo-
mentum to the &uid. Standard boundary layer theory can
be applied and an approximate self-similar solution can
be obtained. In this model the jet has three components
of velocity, but they depend only on the radial and axial
coordinates. The jet velocity can be expressed as

uJq = UJ{1 − tanh2(�)}; (1)

where the centerline velocity of the jet, UJ , shows the
following behavior with the radial location, r:

UJ =
A

r1=2

1
(r2 − a2)1=4 (2)

and the self-similar axial distance, �, is de9ned as

� =
�z√

r2 − a2
: (3)

From the above jet velocity the radial and circumferential
components of the jet can be obtained in terms of the jet
angle, �J = cos−1[

√
r2 − a2=r], as

uJr = uJq cos(�J ) and uJ� = uJq sin(�J ): (4)

In the above equations A measures the momentum of the
jet and � measures the width of the jet (jet thickness
parameter). At the virtual origin (r =a) the jet is entirely
circumferential, and for r � a the jet is entirely radial.
Owing to entrainment there is an axial component to the
circular jet, which can be approximately obtained from
the continuity equation as

uJz = UJ

{
z

(r2 − a2)1=2 [1 − tanh2(�)]

− (2r2 + a2)
2�r2 tanh(�)

}
: (5)

Eqs. (1)–(5) exactly conserve jet momentum

2r
∫ ∞

−∞
u2

Jq dz =
2r3

(r2 − a2)

∫ ∞

−∞
u2

Jr dz = constant: (6)

In this model the three parameters that control the jet
&ow are: the virtual origin (a), the jet strength (A) and
the jet width (�). Later we will extract the value of
these three parameters from experimental data. Other ap-
proximations such as turbulent swirling radial-jet model
(Kolar et al., 1982, 1984; Kresta & Wood, 1991), are
possible. Nevertheless, here we will pursue the tangen-
tial jet model, mainly for its simplicity. As will be shown
below, the tangential jet model provides an adequate de-
scription of the impeller-induced &ow for the present pur-
poses.

The velocity 9eld shown in Fig. 6 around the impeller
swept volume includes contributions from both the jet
and the tip vortex pair. To obtain the parameters associ-
ated with the jet from the experimental measurement it is
necessary to isolate the contribution of the jet. While the
jet component is taken to be independent of the azimuthal
direction (�), the velocity contribution from the tip vor-
tices is strongly dependent on �. At the surface of the
impeller swept volume the center of the tip vortex pair is
located at about 12◦ to the blade location (this assertion
will be veri9ed below). For large distances, the in&uence
of the tip vortex decays as inverse distance from the vor-
tex core. Thus, as we move away to � ≈ 45◦, the velocity
9eld is dominated by the jet component. Furthermore, on
the �–z plane of the impeller swept volume, the radial
component of velocity is dominantly due to the jet and
the contributions from the tip vortices and circumferen-
tial &ow are likely to be minimal. Based on the above
arguments the radial velocity in the region � = 40–50◦

is dominated by the jet &ow and little in&uenced by the
tip vortices. The circumferential, radial and axial veloc-
ities obtained from the stereoscopic PIV measurements
are shown in Fig. 7 at three di;erent circumferential lo-
cations (� = 40◦, 45◦ and 50◦). The circumferential and
radial components show little variation con9rming that
the nearly uniform &ow in this region is dominantly due
to the jet. The jet parameters, a, A and �, are determined
using a nonlinear optimization procedure by projecting
the stereoscopic PIV data in the region � = 40–50◦ onto
the theoretical model given in Eqs. (1)–(5). The result-
ing optimal jet parameters in nondimensional terms are:
a = 0:67, A = 0:163 and � = 5:0. Fig. 7 also shows the
model velocities obtained from Eqs. (1)–(5) using the
above values.

A constant lag can be seen in the case of circumferen-
tial velocity, which was also observed by Desouza and
Pike (1972). Here we associate the di;erence to a cir-
cumferential &ow, uC�(r), which is considered to be ax-
isymmetric and independent of the axial direction. uC�

can be considered as an average swirling &ow that ex-
ists in addition to the tangential jet. Fig. 7 shows that a
circumferential &ow de9ned in nondimensional terms as
uC� =−0:42 is able to reproduce the measurement accu-
rately. Thus the circumferential &ow component has also
been determined from the PIV measurement.
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Fig. 7. The (a) circumferential, (b) radial and (c) axial velocities obtained from the stereoscopic PIV measurement at three di;erent circumferential
locations: � = 40◦; 45◦ and 50◦. Also shown for comparison are the corresponding velocity from the theoretical jet model. In the case of u�
pro9les with and without the circumferential &ow component are shown.

3.2. Tip vortices

The tip vortices are generated from the roll-up of the
shear layers as &ow accelerates around the rotating im-
pellers. Their presence has been suggested by past ex-
perimental observations and measurements (Van’t Riet
& Smith, 1975; Yianneskis, Popiolek, & Whitelaw, 1987;
Calabrese & Stoots, 1989). Here we follow a modi9ed
version of the procedure introduced by Placek and Tavlar-
ides (1985) for the tip vortex model. As shown in Fig.
1, the trajectory of each tip vortex pair is curved. The tip
vortices are characterized by their trajectory (their radial
and axial position), their strength, �(�), and size, �(�),
where again � measures the angle from the impeller blade
in the direction opposite to the blade rotation. First we
extract the trajectory of the vortex from the PIV mea-
surements in the r–z and �–z planes. Measurements of
the mean velocity 9eld in the r–z plane at � = 10◦, 20◦,
30◦, 40◦ and 50◦, after subtraction of the jet and cir-
cumferential &ow components, are shown in Fig. 8. The
presence of a pair of vortices can be clearly seen after
the jet contribution has been removed. With increasing �
the vortex centers can be observed to move out in r and
the axial separation of the vortex pair also slightly in-
creases. Fig. 9a shows the trajectory of the vortex in the
x–z plane and the circle traced by the tip of the impeller.
The corresponding trajectory in the z–� plane is shown in
Fig. 9b. A linear 9t through the data

rv(�) = 0:86 + 0:47� and zv±(�) = ±(0:06 + 0:08�)

(7)

provides an adequate description of the radial and axial
location of the center of the tip vortex pair (zv+ and zv−
correspond to the vortex above and below the center plane
at z = 0).

For the velocity boundary condition it is of interest to
obtain all three components of velocity induced by the

tip vortex system at any point P along the impeller swept
boundary. With a description of the vortex trajectory and
strength, the velocity induced at P can be expressed as a
line integral according to the Biot–Savart law (Sa;man,
1992). Considerable simpli9cation can be achieved by
assuming that the dominant in&uence comes from points
Q+ and Q− along the top and bottom vortices of the
pair where the vortex axis is normal to the line joining
P and Q. For every point P a companion pair of points
Q+ andQ− along the vortex pair can be identi9ed whose
position is given by (rv(�Q); �Q; zv±(�Q)). The tip vortices
are assumed to be viscous and velocity induced at point
P is then given by

uVs =− �
2

[
z+

d2
+

{
1 − exp

(
−d2

+

�2

)}

− z−
d2−

{
1 − exp

(
−d2

−
�2

)}]
; (8a)

uVz =− �
2

[
rs

d2
+

{
1 − exp

(
−d2

+

�2

)}

− rs

d2−

{
1 − exp

(
−d2

−
�2

)}]
; (8b)

where rs measures distance between P and Q along a
plane perpendicular to the tank axis and normal to the
vortex trajectory. The total distance from P to Q+ and
Q− is given by d±. Here � and � measure the strength
(circulation) and size of the vortices at Q. In Eq. (8a)
uVs is the vortex-induced velocity component along the
s-axis (line joining the projections of P andQ on the z=0
plane), from which the radial, uVr , and circumferential,
uV�, components can be easily evaluated.

The 2D velocity 9elds measured on r–z planes, after
subtraction of the jet component (ũ Vr and ũ Vz) shown in
Fig. 8, are used to compute the vortex strength and size
by comparing them with the above theoretical model.
In each plane, attention is focused on the region close
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Fig. 8. Experimental measurements of mean velocity 9eld in the r–z
plane at (a) � = 10◦, (b) 20◦, (c) 30◦, (d) 40◦ and (e) 50◦, after
subtraction of the theoretical jet and circumferential &ow components.

to the tip vortices. The amplitude of error between the
experimentally measured velocity 9eld and that obtained
from the above theoretical model is de9ned as

e(r; z) = [(uVr − ũ Vr)2 + (uVz − ũ Vz)2]1=2: (9)

The optimal values of local � and � are evaluated by
minimizing the rms error integrated over a region around

Fig. 9. Trajectory of the tip vortex pair in the x–y plane; both
experimental measurement and linear 9t (Eq. (7)) are shown. Also
shown is the circle traced by the blade tip.

the vortex. The variation in � and � measured at � =
10–50◦ is shown in Fig. 10. A smooth reduction in the
vortex strength along its length from its peak value can
be observed. The corresponding vortex core size also
decreases, possibly due to stretching and possibly due
to the fact that the scatter in the instantaneous location
of the vortex center increases as the vortex pair moves
away from the blade into the tank. Also marked in the
9gures (as 9lled circle) are the average values of �
and � obtained from a similar error minimization pro-
cedure for the stereoscopic PIV measurements on the
z–� plane. This result can be interpreted as an average
� and �, averaged over the entire length of the vortex
pair. Since the vortex pair cuts this z–� plane around
�=12◦, a larger weighting for small � and smaller weight-
ing for larger � is expected in the average. The resulting
�avg = 0:26 and �avg = 0:072 are well within their range
measured on individual �-planes. The measured vortex
circulation is the strongest at � =10◦ with � =0:3 and is
very compact with �=0:088, which yields a peak nondi-
mensional vortex-induced velocity of 0:1�=� for a single
vortex, which is about 35% of the blade tip velocity. At
�=50◦ the vortex circulation has fallen to �=0:065 and
its size has changed to �=0:057; the corresponding peak
induced velocity is now only 11% of blade tip velocity.
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Fig. 10. Variation in tip vortex (a) strength and (b) size with �. �:
obtained from the r–z plane measurements; •: obtained from the
�–z surface measurement.

Fig. 11. Radial velocity pro9le as a function of axial location at r = 1 obtained from the theoretical model compared with the corresponding
experimental measurements: (a) � = 10◦, (b) 20◦, (c) 30◦ and (d) 40◦.

3.3. Comparison with experiments

The above analytical expressions for the jet and tip
vortex &ows are valid only in the region close to the
impellers; as we move outward the e;ect of the outer
walls of the tank must be accounted for. Nevertheless, the
near 9eld of the impeller-induced &ow can be expressed
as

uI (r; �; z; t) = uJ (r; z) + uV (r; �; z; t) + uC(r) (10)

where uC is the mean circumferential &ow. It is im-
portant to note that the above model includes all three
(radial, circumferential and axial) components of veloc-
ity. The impeller-induced &ow varies along the circumfer-
ential direction as well due to the presence of tip vortices.
Inclusion of the tip vortices leads to a time-dependent
impeller-induced &ow (in the laboratory frame of refer-
ence) arising from the rotation of the blades.

The above theoretical model needs to be evaluated
by comparing the results with experimental measure-
ments. Comparisons will be made in both the r–z and
�–z planes. First, in Fig. 11, radial velocity pro9le as
a function of axial location at r = 1 obtained from the
analytical model (Eq. (10)) is compared with the ex-
perimental measurements at four di;erent azimuthal
locations. The model provides a good description of
the experimental measurement. The velocity 9eld on
the curved surface surrounding the impeller evalu-
ated from the theoretical model is shown in Fig. 12.
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Fig. 12. Same as Fig. 6 for the theoretical model.

Fig. 13. A closer comparison of the tip vortex 9eld after subtraction
of the jet component: (a) experimental measurement and (b) the
theoretical model. Noise in the experimental measurement near the
lower right hand corner is due to blade re&ection.

Both the in-plane velocity vector plot (Fig. 12a) and the
out-of-plane velocity contours (Fig. 12b) compare favor-
ably with the corresponding experimental measurements
shown in Figs. 6a and 6b. A closer comparison of the tip
vortex 9eld is shown in Fig. 13 where the velocity 9eld
after subtraction of the jet component is shown for both
the experimental measurement and the theoretical model.

It can be argued that good comparison between the ex-
periments and the model is to be expected. After all, the
parameters for the model were obtained from the experi-
ments. Nevertheless, the experimental data that are being

Fig. 14. Scaling of circumferential &ow, jet strength (A) and circula-
tion of the tip vortex pair (�) with Re. All three quantities are plotted
as a ratio with respect to their value at the intermediate Reynolds
number of 4000 corresponding to 100 rpm.

approximated are complex and fully 3D. All three com-
ponents of velocity are signi9cant, and they vary in all
three coordinate directions. A simple curve 9t through the
experimental data would not satisfy kinematic constraints
and could be futile. A sound theoretically based model
is essential to capture the complex variation. Further-
more, the model reduces the prescription of the bound-
ary condition to a few physically meaningful parameters
such as amplitudes and width of the jet and the tip vor-
tices. This allows physically meaningful scaling of the
impeller-induced &ow with impeller size and speed of ro-
tation. The data for 50, 100 and 150 rpm (i.e., Re=2000,
4000 and 6000) can be used to establish the scaling of the
three di;erent impeller-induced &ow components. Fig.
14 shows variation in circumferential &ow, jet strength
(A) and circulation of the tip vortex pair (�) with Re
(all quantities are plotted as a ratio with respect to their
value at Re = 4000). It appears that the strength of all
three components scale similarly from 2000 to 4000, but
di;erently as Reynolds number increases above 4000.
Admittedly, the range of Reynolds number considered is
very limited; nevertheless it appears that the three dif-
ferent components are likely to scale di;erently with in-
creasing Re. This provides a possible explanation for the
complex scaling for the overall impeller-induced &ow.

The theoretical model presented above is by no means
perfect. Improved models of the jet &ow and tip vortices
can be sought. Instantaneous PIV realizations clearly
reveal that the individual &ow components are time de-
pendent. For instance, the impeller-induced jet appears
to oscillate up and down about its mean radial trajectory,
resulting in a faster axial spreading of the jet &ow. Such
asymmetry seems to exist between the top and bottom
tip vortices as well at any given instance in time. The
theoretical framework can be extended to introduce the
e;ect of asymmetry as well.
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4. Computational approach

We have performed Reynolds-averaged Navier–
Stokes simulations of &ow inside the stirred tank at
Re = 4000 using the commercial code FLUENTJ. The
impeller-induced &ow on the surface of the swept vol-
ume is used as the input driving mechanism for the &ow.
The computations are performed in a frame of reference
rotating with the impeller. In this rotating frame, the
model for the impeller-induced velocity 9eld appears as a
steady boundary condition. In the absence of any baUes
the statistics are stationary, independent of time, in the
rotating frame of reference. Thus a Reynolds-averaged
simulation for the time-averaged &ow is appropriate. The
time-averaged &ow has a six-fold symmetry and here
we consider only a 60◦ sector between adjacent impeller
blades.

The velocity 9eld shown in Fig. 12, appropriately ad-
justed for the rotating frame of reference, is applied as the
boundary condition at the surface of the impeller swept
volume (r = 1). The no-slip boundary conditions at the
bottom and the outer tank surfaces transform in the rotat-
ing frame of reference to surfaces rotating in the opposite
direction. For simplicity the top surface is also considered
to be no-slip. A symmetry boundary condition is used at
r = 0.

An important consequence of including the tip vor-
tices in the theoretical model is that the boundary condi-
tion is dependent on the azimuthal direction. Thus even
in the context of Reynolds-averaged simulation for the
time-averaged &ow, a 3D simulation within the 60◦ sec-
tor is required. A 3D grid of 40×81×16 points along the
radial, azimuthal and axial directions is used to compute
the &ow. A nonuniform grid with grid clustering near the
impeller region is used in all three directions in order to
better resolve the complex &ow near the impeller. For
comparison a simultaneous 2D Reynolds-averaged simu-
lation is also performed, where the &ow is assumed to be
independent of the �-direction. In the 2D simulation, the
velocity 9eld shown in Fig. 12 is �-averaged and applied
as the boundary condition for the impeller-induced &ow.
The geometry and other boundary conditions on the r–z
plane are the same as in the 3D simulation.

Figs. 15a and b show the velocity vector plot on the
r–z plane computed from the 3D and the 2D simulations.
Both the &ows appear to be qualitatively similar with a
pair of large vortices that span the entire top and bottom
halves of the stirred tank. However, a number of subtle
di;erences can be observed. The centers of the large ed-
dies are located at a radial position of r ≈ 2:2. In the case
of the 2D simulation the center’s axial position is farther
away from the centerline at z ≈ ±0:8, whereas in the 3D
simulation the centers are somewhat closer to the center-
line at z ≈ ±0:6. Also, in the case of 3D simulation the
impeller-induced jet after hitting the outer wall turns and
travels all the way to the top and the bottom of the tank

Fig. 15. Velocity vector plot on the r–z plane computed from (a)
the three-dimensional and (b) the two-dimensional simulations. In
the case of the three-dimensional simulation, the �-averaged &ow is
plotted.

before returning back to the impeller; thus the pair of ed-
dies cover almost the entire tank. In the case of the 2D
simulation the eddies separate from the outer wall before
reaching the top and the bottom. As a result, they gener-
ate a pair of secondary eddies located in the outer top and
bottom corners of the tank, whose direction of rotation is
opposite to those of the primary eddies. This di;erence
might have a strong in&uence on the degree and extent
of mixing predicted by the two di;erent simulations.

The width of the impeller-induced jet-like &ow in-
creases rapidly from its starting point at r=1 in the case of
the 2D simulation, whereas in the case of 3D simulation
the jet stays focused for a short radial distance (up to about
r ≈ 1:25) before spreading. This di;erence can be seen
clearly in the centerline (z =0) radial velocity pro9le for
both the 2D and 3D simulations (Fig. 16a). The 3D results
are averaged along the �-direction. Also plotted for com-
parison are the corresponding experimental �-averaged
measurement. In both the 3D simulation and in the exper-
imental measurements the azimuthal-averaged radial ve-
locity can be seen to 9rst increase with r before decaying
like a jet. This increase is due to the in&uence of tip vor-
tices. The tip vortices’ in&uence is con9ned to their neigh-
borhood, thus resulting in an increase in radial velocity
immediately following the tip radius (r=1). Farther away
the in&uence of the jet dominates, resulting in the decay
of the radial velocity. The predicted maximum radial ve-
locity lies farther out from the tip than the experimental
maximum as previously been observed in time-dependent
3D large-eddy simulations (Eggels, 1996; Revstedt et al.,
1998). On the other hand, most Reynolds-averaged sim-
ulations have failed to accurately capture the presence of
the tip vortices and without their in&uence the radial ve-
locity decays monotonically immediately from its maxi-
mum value at the blade tip. Note that with the improved
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Fig. 16. Comparison of the radial velocity pro9le along the tank centerline at z = 0. The 3D results are compared with the experimental
measurement and also with the 2D simulation and the results of Revstedt et al. (1998). (a) �-averaged pro9le, (b) �=10◦, (c) 20◦ and (d) 30◦.

boundary condition, which incorporates the e;ect of the
tip vortex pair, even Reynolds-averaged simulation is able
to capture the e;ect of tip vortices in the interior. Fig.
16 also shows the computational results of Revstedt et
al. (1998). Their geometry and operating conditions are
somewhat di;erent, and in order to facilitate comparison
their result has been scaled to match the velocity at r =1.
Very good comparison between Revstedt et al’s. (1998)
data and the 3D simulation can be seen, but neither agrees
very well with the experiments.

The in&uence of the tip vortices can be more clearly
seen in Figs. 16b–d where ur is plotted against r at three
di;erent azimuthal locations (� = 10◦; 20◦ and 30◦) for
the 3D simulation. The corresponding experimental mea-
surements and the �-independent result of the 2D simu-
lation are also plotted. The in&uence of the tip vortices is
most dominant around � =20◦. As the strength of the tip
vortex pair decays for larger angles, their in&uence on the
radial velocity also diminishes. One signi9cant di;erence
between the 3D simulation and the experimental data is
that the experimental result falls o; from the peak faster
than the simulation. This di;erence can be traced back
to the fact that while the experimental result showed that
the jet centerline oscillated about z = 0 at the exit of the
impeller, the computations with a time-averaged mean
boundary condition ignore this oscillation. As a result, the
mean spreading rate of the jet is faster in the case of the

experiment, resulting in a faster drop-o; of the centerline
velocity. Thus, it appears that a time-dependent boundary
condition at the exit of the impeller is required in order
to obtain better comparison with the experimental data.
Another di;erence between the experimental data and the
computation is that the peak radial velocity in the case of
the experiment falls o; faster with increasing �. While at
10◦ and 20◦ the peak radial velocity obtained in the 3D
computation compared reasonably with the experimental
measurement, at 30◦ the computational peak is signi9-
cantly lower than the experimental peak. This is because
the strength of the tip vortices is not properly maintained
in the Reynolds-averaged simulation. As a result, the tip
vortex decays faster, and the peak radial velocity induced
by the tip vortex pair falls faster. This indicates that a
time-dependent simulation, such as large eddy simulation
or unsteady Reynolds-averaged simulation, with the the-
oretical model as the boundary condition may be able to
perform even better than RANS.

Fig. 17 shows the velocity vector plot from the 3D
simulation at various azimuthal locations in the region
close to the impeller swept volume. The tip vortices can
be seen clearly from 0◦ to about 20◦. They persist for
� ¿ 20◦ as well, but they are too weak to be directly iden-
ti9ed from the total velocity 9eld. They can be isolated
and extracted by subtracting the jet component. Interest-
ingly the tip vortex can be seen also at � = 0◦. In real-
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Fig. 17. Velocity vector plot from the three-dimensional simulation at various azimuthal locations in the region close to the impeller swept
volume: (a) � = 0◦, (b) 10◦, (c) 20◦, (d) 30◦, (e) 40◦ and (f) 50◦.

ity, due to the presence of the impeller blade the axis of
the tip vortex pair turns sharply and runs parallel to the
blade as shown schematically in Fig. 1. In the compu-
tation, the presence of the impeller blade is not directly
accounted for; only its in&uence is modeled as the inlet
velocity 9eld. As a result the tip vortex pair can be seen
to extend even backwards up to � = 0◦.

Fig. 18a shows the in-plane velocity vector on a �–
z plane located at r = 1:1 obtained from the 3D simu-
lation. The corresponding out-of-plane radial velocity is
shown in Fig. 18b. The vector plots clearly show the
presence of tip vortices extending into the tank in the
3D Reynolds-averaged simulation. They have an in&u-
ence on the radial velocity as well. The radial velocity
can be observed to increase since the tip vortices cut the
constant r plane at an angle. With increasing radial lo-

cation the azimuthal and the axial location of the vortex
centers change, describing the vortex trajectory as cap-
tured by the simulation. The tip vortex in&uence decays
more rapidly in case of the Reynolds-averaged simula-
tions. A time-dependent simulation is necessary in order
to recover more physics in the simulation.

5. Conclusion

Two sets of experiments have been performed to quan-
tify &ow induced by a six-blade Rushton turbine in a
stirred tank without baUes. The 9rst set of PIV measure-
ments was taken on six di;erent r–z planes phase locked
at 0◦; 10◦; 20◦; 30◦; 40◦ and 50◦ with respect to the blade
location. The second set of measurements employed a
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Fig. 18. The in-plane velocity vector on a �–z plane located at r=1:1
obtained from the three-dimensional simulation.

novel arrangement such that stereoscopic PIV measure-
ments could be obtained on a curved �–z plane whose
radial location is just outside the impeller blade tip radius.

The experimental measurements are used to construct
a velocity boundary condition for numerical simula-
tion. The computation is limited to the region outside
the impeller swept volume and the impeller-induced
&ow is applied as the inlet boundary condition. The
impeller-induced &ow, as measured in the experiments,
is quite complex. It has all three components of veloc-
ity, dependent on all three coordinate directions. In this
sense the velocity boundary condition signi9cantly ex-
tends earlier attempts wherein the impeller-induced &ow
was modeled as a jet &ow, and the �-dependence of the
&ow was typically ignored. It must be emphasized that
owing to the complex nature of the 3D impeller-induced
&ow a curve 9t through the experimental data, is not
straightforward.

We have taken a physics-based approach to describe
the impeller-induced &ow. Experimental measurements
show that the &ow in the vicinity of the impeller is de-
composed into a circumferential &ow, a jet &ow, and pairs
of tip vortices for each impeller blade. Simple model for
each of the &ow component is constructed to produce an
overall model for the impeller-induced &ow. The circum-
ferential &ow is characterized by its radial pro9le and
is independent of both � and z; the jet &ow is charac-
terized by its strength, width and virtual origin; and the

tip vortices are characterized by their trajectory, strength
and thickness. The model allows for a compact char-
acterization of the impeller-induced &ow with a small
number of parameters. Comparison of the model with
the measurements both on the r–z and �–z planes shows
that the model provides an adequate description of the
impeller-induced &ow.

Scaling is a central issue in the design of stirred tank re-
actors. In particular, scaling of the impeller-induced &ow
with impeller geometry and operating condition has been
very challenging. The theoretical model provides a frame-
work to examine complex scaling of the impeller-induced
&ow. The scaling of the circumferential &ow, jet and tip
vortex components of the impeller-induced &ow has been
obtained over a narrow range of impeller rpm. The result
shows that each component might follow a simple scal-
ing law, but the overall impeller-induced &ow can exhibit
complex scaling, since the scaling of each of the compo-
nent is di;erent.

The theoretical model presented here is simple and
provides ample opportunity for further improvement,
whereby additional complex physics associated with the
impeller-induced &ow can be built into the model. The
instantaneous realizations show that the impeller-induced
&ow, even in the vicinity of the swept volume, is time
dependent. The time dependence can be introduced into
the model in several di;erent ways. Parametrization im-
plicit in the model allows for time-dependent strength
and width for the di;erent &ow components. The am-
plitude and frequency of time dependence can be varied
to better match the experimental observation. A closer
look at the instantaneous PIV measurements on the r–z
plane reveals that the nature of the time dependence is
such that the centerline of the jet &ow out of the impeller
is not strictly aligned with the radial direction. The di-
rection of the jet &ow appears to oscillate up and down.
Furthermore, in the instantaneous realizations the tip
vortices which are nominally located above and below
z = 0 plane are not perfectly symmetric. Their relative
strength appears to vary over time.

2D and 3D Reynolds-averaged Navier–Stokes sim-
ulations were performed using the commercial code
FLUENTJ with the model of the impeller-induced &ow
as the boundary condition. The 3D simulation included
the e;ect of tip vortices, whereas the �-average implicit
in the 2D simulation eliminates the details of the tip vor-
tices. As a result the 3D results are in better qualitative
agreement with the experiments. Even so, the results
of Reynolds-averaged simulations quantitatively di;er
from experimental measurement. Dynamics of the di;er-
ent scales of motion needs to be accounted for through
a unsteady RANS or direct or large eddy simulation
for further improvement in prediction. Nevertheless, the
improvement of the present model over the conven-
tional boundary condition is evident in the computational
results.
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