
Tuarob, Tucker         http://www.engr.psu.edu/datalab/ 11

Fad or Here to Stay: Predicting Product 
Market Adoption and Longevity Using 

Large Scale, Social Media Data

DETC2013-12661

Suppawong Tuarob
Computer Science and Engineering

Conrad S. Tucker
Engineering Design and Industrial and Manufacturing Engineering

The Pennsylvania State University

{suppawong,ctucker4}@psu.edu

Tuesday, August 6th , 2013 



Tuarob, Tucker         http://www.engr.psu.edu/datalab/ 2

Overview

• Problem definition

• Social media vs Web-based information

• Use of social media in literature

• Main contributions

• Past literature

• Study 1: Predictive Power of Social Media on 
Product Demand

• Study 2: Predicting Product Longevity

• Study 3: Mining Product Features

Introduction
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Problem Definition

• Social media has recently been acknowledged 
as a powerful source of information

– Large quantity

– Available Instantly

• Can social media serve as a good indicator in 
product market domain?

Motivation
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Social Media vs Web-based 
information

Social Media Web-based Information (Blogs, Reviews, Etc.)

Promptly available Takes some amount of time for pre-
publishing process including verifying 
content and proofreading.

Abundant Limited amount of data

Contains opinions and rumor (Good for 
predictions)

Tend to be more factual

Motivation
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Use of Social Media in Literature

• Knowledge extracted from 
social media has proven 
valuable in various 
applications.

– Earthquake warning [18]

– Identifying emergency 
needs during disasters [6]

– Predicting stock market 
trends [4]

– Etc.

Motivation
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Selected Related Literature

• Product feature analysis

– Lim et al.[13] proposed a Baysian network for modeling user preferences on 
product features.

– Tucker and Kim [24] propose a machine learning based approach for mining 
product feature trends in the market from the time series of user preferences.

– Wan et al. [25] define a feature as a set of connective attributes of edges or 
faces, such as convexity, concavity, and tangency.

• Mining information in social media
– Asur et al.[2] successfully used tweets collected during a 3 month period to predict box 

office revenues.

– Bollen et al.[4] showed that the changes of moods in Twitter correlate with 
the shifts in the Dow Jones Industrial Average that occur 3 to 4 days later.

– Paul and Dredze[16] identify 14 unique ailments along with terms that 
represent the symptoms of each ailment from Twitter data using a topic 
modelling approach.

Literature Review
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Fad or Here to Stay?

Can social media 
indicate consumer 

demand?

Can a product stay 
competitive in the 

market?

Study 1: Predicting 
product demand 

using sentiment in 
social media

Study 2: 
Quantifying 

product longevity

Study 3: Identifying 
notable product 

features

Why is a product a 
fad or a here-to-stay?

Methodology
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Methodology

• Predicting product demand

– Using social media to predict product sales

– Analyzing buzzing effects on social media

• Predicting product longevity

– Using social media to quantify the ability to stay 
competitive in the market for a particular product

• Extracting notable product features

– Using social media to identify 
strong/weak/controversial features of a particular 
product

Methodology
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Case Study: Twitter and Smartphones

• Social Media: Twitter

– Publicly and massively available

– ~ 800 million tweets in the United States during 
the period of 19 months, from March 2011 to 
September 2012

• Study Product: Smartphones

– Obtained a smartphone database from 
GSMArena.com consisting of 2,547 smartphone 
models manufactured by 33 different companies

Case Study
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Study 1: Predictive Power of Social Media 
on Product Demand

• How does collective sentiment 
in social media reflect the 
buying decision of the 
consumers?

• Can social media be used to 
predict the product sales?

• Is social media a good place to 
spread product rumors 
(buzzes)?

Methodology
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Sentiment Analysis In Social Media

• Subjective messages tend to express disappointment or 
satisfaction relating to a particular product/product feature.
– Absolutely loving my new iPhone 4 (p.s. I wrote this tweet 

with #siri lol)

– I hate the fact that my iPhone 4 home button is 

intermittently unresponsive.

• We used SentiStrength* algorithm to quantify emotion level 
in social media text. Then compute Emotional Strength score 
using:

• A social text is then classified into one of the 3 categories 
based on the sign of Emotion Strength score (i.e. positive 
(+ve) /neutral (0ve)/negative (-ve))

*Mike Thelwall, Kevan Buckley, Georgios Paltoglou, Di Cai, and Arvid Kappas. Sentiment in short strength detection 
informal text. J. Am. Soc. Inf. Sci. Technol., 61(12):2544–2558, December 2010.

Methodology
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Study 1: Prediction Methodology

• Use collected tweets in the past to predict 
current actual product sales.

An illustration of the shifts of quarter windows with various 
Quarter Window Shift (QWS) values.

Methodology
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Study 1: Result Highlight

• How does collective sentiment in tweets 
reflect the buying decision of the consumers?
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Results
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Study 1: Result Highlight
• Can tweets be used to 

predict the product 
sales?
– The +ve tweets continue 

to be a good predictor for 
up to 2 months based on 
the average correlation.

– The predictability of 
tweets on product sales 
varies significantly across 
different smartphone 
models.

Sale prediction of different smartphone models. X axis represents Quarter 
Window Shift (QWS). Y axis represents the normalized values of actual sale and 
the quantity of +ve tweets at each QWS.

Correlation, MAPE, and MSE of the predictions with QWS 
varying from 0 to 3 of each model.

Results
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Study 1: Result Highlight

• Is Twitter a good place to spread 
product rumors (buzzes)?
– Oftentimes, buzzes or short-term 

rumors are observed before a product 
is even launched.

– Popular products (e.g. iPhone4) tend 
to have a lasting and powerful buzz 
before the products are even 
launched.

– Some products (e.g. Samsung Exhibit) 
may draw attention from the 
consumers just a short time before 
they are released. Correlation of the sale prediction at 

each QWS

The number of hits returned by the Google search engine, 
using each smartphone names as search queries, during 3 
month period before each model is released.

Results
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Study 2: Predicting Product Longevity

• Aims to investigate whether social media data can be used to 
quantify the longevity, the ability to stay competitive in the 
market, of a particular product.
– 𝑆 = 𝑠1, 𝑠2, … , 𝑠𝑛 be the set of products

– 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝑠𝑖)/𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝑠𝑖)/𝑁𝑒𝑢𝑡𝑟𝑎𝑙(𝑠𝑖) are set of +ve/+ve/0ve
tweets corresponding to product si.

Returns a real number between 0 and 1, and is served as a comparable score, 

instead of an absolute score.

Methodology
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Study 2: Result Highlight
• The Longevity scores are 

computed for the 21 smartphone 
models.

• The scores are compared with the 
GSMArea.com’s Daily Interest 
rates and the percentages of price 
drops.

• A high correlation of 0.8743 is 
observed between the Longevity 
scores and the GSMArea Daily 
Interest rates.

• However, the correlation between 
the Longevity scores and the 
percentage price drops is weak (-
0.2113). 
– There are multiple reasons to drop 

prices!

Comparison between the Longevity score vs GSMArea
Daily Interest and % Price Drop for each sample 
smartphone model.

Results
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Study 3: Mining Product Features

• Comments that express or 
sentiment about a product 

usually infer information about the 
product features.

• The feature extraction problem is 
transformed into the term ranking
problem.

• Strong/Weak/Controversial features 
of product si are extracted from 
Positive(si)/Negative(si)/Positive(si) 
U Negative(si) respectively.

FaceTime Iss
Amazing:)
#iPhone4

I hate the samsung
galaxy s2 homescreen it 

keeps not
workingUghh

Methodology
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The Term Ranking Algorithm
• A document d is a bag of terms {t1,t2,…,tn}.

• Given a set of documents D = {d1, d2,..., dm} and subset θ  D:

• The positive/negative features of the product s are the first K 
ranked terms, where D = Positive(s) ∪ Negative(s) ∪ Neutral(s) 
and q = Positive(s)/Negative(s) respectively.

• The controversial features are the first K terms ranked by the 
controversial scores defined as:

Methodology
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TFIDF-based P(t|q,θ,T,TFIDF)

• TFIDF reflects how important a term is to a document in a 
corpus.

• TFIDF has two components: the term frequency (TF) and the 
inverse document frequency (IDF):

• Finally, P(t|q,θ,T,TFIDF) is computed by normalizing
tfidf(t,d,D).

Methodology
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LDA-based P(t|q,θ,T,LDA)

• Latent Dirichlet Allocation (LDA)* is a generative model that 
allows a document to be represented by a mixture of topics.

• Mathematically, the LDA model is described as following:

– P(ti|d) is the prob. of term ti being in document d.

– zi is the latent (hidden) topic

– P(ti|zi = j) is the prob. of term ti being in topic j

– P(zi=j|d) is the prob. of picking a term from document d.

– |Z| is the total number of topics (need to specify this)

* David M. Blei, Andrew Y. Ng, and Michael I. Jordan. Latent dirichlet allocation. J. Mach. Learn. Res., 3:993–1022, March 2003.

Methodology
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LDA-based P(t|q,θ,T,LDA)

• 5 topics are modeled from θ, using Stanford Topic 
Modeling Toolbox with 3,000 iterations and the 
collapsed variational Bayes approximation to the LDA 
objective.

• Two topics whose numbers of feature terms within 
the first 30 terms ranked by P(t |z) are chosen.

• The term distribution of the two chosen topics are 
averaged to represent the new term distribution of 
the merged topic z∗:

Methodology
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Study 3: Result Highlight
Features extracted from tweets related to each selected smartphone model using the TFIDF based feature extraction algorithm

Features
iPhone 4 Samsung Galaxy S II Motorola Droid RAZR Sony Ericsson Xperia Play

Strong Weak Controversial Strong Weak Controversial Strong Weak Controversial Strong Weak Controversial

1 case phone case touch-screen touch-screen touch-screen battery-life touch-screen android game network game

2 camera case face-time update update update commercial update battery-life play play play

3 face-time face-time camera ics screen screen update screen commercial control game network

4 app battery-life battery-life battery-life video battery-life screen video update controller video game

5 screen camera app screen note sensation ics sensation screen playstation control control

6 life screen screen sensation sensation ics app battery-life cream commercial picture commercial

7 battery-life app texting support battery-life contract keyboard case ics freebie style picture

8 price life update message case camera message ics app bootloader data battery-life

9 update update video upgrade ics internet picture carrier price battery-life emulator playstation

10 video video price camera function app price function release carrier cpu integration

Features extracted from tweets related to each selected smartphone model using the LDA based feature extraction algorithm

Features
iPhone 4 Samsung Galaxy S II Motorola Droid RAZR Sony Ericsson Xperia Play

Strong Weak Controversial Strong Weak Controversial Strong Weak Controversial Strong Weak Controversial

1 camera battery-life battery-life touch-screen touch-screen touch-screen battery-life keys picture game game game

2 battery-life face-time face-time update function email screen price price battery-life accessories video

3 screen app camera battery-life email video picture browser browser control video commercial

4 app video app screen video bootloader android bootloader webpage fun battery-life control

5 price jailbreak video ics bootloader photo glass warranty life hardware commercial gaming

6 music wifi update sensation photo texting app microphone music performance style battery-life

7 face-time bug voice-control display gallery price camera delay update experience control baseball

8 message charge wifi video button jelly bean keyboard bloatware screen wifi app hardware

9 voice-control location screen app texting app network fixes touch-screen video size experience

10 case touch-screen case picture price network noise email android controller carrier controller

• LDA based approach yields better performance with the average Precision@50 of 
0.47/0.27/0.36 for the strong/weak/controversial features respectively.

Results
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Conclusion
• A sequence of studies involving using social media such as tweets to extract 

meaningful information about products is presented.

• The first study involves investigating the predictability of tweets on selected 6 
smartphone models. 

– The predictive ability varies across products, leading to a further study on the buzzing 
effect of social media. 

– The study shows that tweets can be a good medium for spreading rumors about 
products.

• The second study attempts to quantify the ability to stay in the market of 
individual products using their corresponding tweets.

– A high correlation between the results from the proposed mathematical model and the 
today’s current interest rates from end users is observed.

• The third study employs the information retrieval techniques (Term 
Frequency-Inverse Document Frequency and Latent Dirichlet Allocation) to 
extract notable strong/weak/controversial features from individual 
products. 

Conclusions
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