A Comparison of United States Project Delivery Systems

by

Mark Konchar

Technical Report No. 38
© Copyright
December 1997

— COMPUTER INTEGRATED CONSTRUCTION ___)

Computer Integrated Construction Research Program
Department of Architectural Engineering

The Pennsylvania State University

University Park, PA 16802

| T e 1R RN AR BRI S5 H




i

ABSTRACT

A project delivery system defines the relationships, roles and responsibilities of
project team members and the sequence of activities required to provide a facility.
Several systems have evolved over the years. Construction management at risk, design-

‘build and design-bid-build are three principal project delivery systems used in the United
States today. This research presents an empirical comparison of the cost, schedule and
quality attributes of these three project delivery systems, using project specific data from
351 US building projects. - '

The study included collecting, checking and validating industry data, signiﬁéénbe
testing of univariate comparisons and the statistical development of multivariate linear
regression models. A non-response study verified statistically that sample data was
appropriate for analysis and representative of the industry from which it was drawn.
Significance testing and multivariate comparisons used nearly 100 explanatory and
interacting variables to explain project cost, schedule and quality performance. Several
variables critical to project performance were also identified. Relationships between
these variables and key performance metrics were identified through analysis of
multivariate linear regression models.

An understanding of these relationships can help an owner better select the project
delivery system most suited for their specific facility goals. Specific comparisons
between delivery systems, performance metrics and six facility classes are discussed.
Results and the level of confidence that surrounds each finding are presented.
Furthermore, this study provides quantitative data to support the selection of a specific
delivery system and greatly increases the understanding of individual system
performance.
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ix

GLOSSARY OF TERMS S o

Construction management at risk: Constructlon Management atRiskisa dehvery
system where the owner contracts separately with a designer and a contractor. The owner
contracts with a design company to provide a faclhty design. The owner selects a
contractor to perform construction management services and construction work, i in
accordance with the plans and specifications, for a fee. The contractor usually has
significant input in the desigri'pi'ocess.

Cost: Cost is the amount of money paid by an owner for a facility, measured in US
dollars. Costs were limited to the design and construction of the facility and did not
include land acquisition, extensive site work, process equipment or owner costs.

Design-bid-build: Design-Bid-Build is the traditional project delivery system in the US

construction industry where the owner contracts separately with a designer and a
constructor. The owner normally contracts with a design company to provide "complete"
design documents. The owner or owner agent then usually solicits fixed price bids from
construction contractors to perform the work. One contractor is usually selected and
enters into an agreement with the owner to construct the facility in accordance with the
plans and specifications.

Design-build: Design-build is a project delivery system where the' owner contracts with
a single entity to perform both design and construction under a single design-build
contract. Contractually, design-build offers the owner a single point of responsibility for
design and construction services. Portions or all of the design and construction may be
performed by a single design-build entity or may be subcontracted to other companies.

Facility delivery process: The facility delivery process includes the activities required
to provide a facility. Five major activities are: plan, manage, design, construction and
operation.

Facility team: The facility team includes all parties who perform the activities in the

facility delivery process. These may include the owner, architect/ engineer, constructor,
design-build entity and subcontractors.
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General building sector: The general building sector consists of non-residential markets
including light industrial, multi-story dwelling, simple office, complex office, heavy
industrial, and high technology facilities. -

Project delivery system: A project delivery system defines the relationships, roles, and
responsibilities of project team members and the sequence of activities required to
provide a facility.

Schedule: The schedule is the time taken by the facility team to design and construct the
facility and is measured in months. '

Quality: Quality is the degree to which the facility met the expected facility
requirements. Quality was measured by comparing the actual performance versus the
facility user’s or owner's expectations of the referenced building.
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CHAPTER ONE
INTRODUCTION

Project delivery systems have evolved over the years. Today’s delivery systems have
evolved from the medieval master builder. In these times, rulers had many resources and
their resulting designs were grand in scale. Owners hired the master builder to design,
engineer and construct an entire facility (Branca, 1987). This system dominated the
construction world until early in the 20" century. As empires fell, owners were faced
with limited resources. Project designs became more modest and project schedule
durations decreased. These projects required a new type of master builder who could
accurately forecast costs for projects. Ultimately, more master builders gained
experienée and entered the market, creating a highly competitive industry.

While competition grew steadily, continuous changes in technology and the
increasing sophistication in buildings required specialization of design and construction
services. This led to the traditional design-bid-build delivery system. In design-bid-
build,.‘services are divided by specialty area and then competitively bid to consultants and
contractors. They in turn subcontract portions of the work to other specialists. This
offered clients a sequential design, bid, then build approach.

As the specialization of services increased, single source master builder approaches to
delivering projects decreased. Design and construction entities were sharing information
only at the end of design and during the construction process. Interaction, particularly
during the design phase, was extremely low. This resulted in inefficient designs,
increased errors and disputes, higher costs and ultimately longer schedules. Also,
facilities were becoming more complex, demanding greater owner input and in-house
cost, schedule and quality management (Potter, 1995). In the 70°s and 80°s this
conventional approach became unacceptable to many clients and the construction
manager was introduced. The construction manager’s role was to provide input to the
designer to increase the constructability of deéigns and to decrease schedule durations by
overlapping design and construction phases. '
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In construction management at risk, the contractor usually has significant input in the
design process and generally guarantees the maximum construction price. The range of
services offered by construction managers, coupled with a direct advocacy between the
owner and construction manager, created a team approach in project delivery
(Borgstrom, 1995). However, substantial efforts by owners to downsize in-house project
management manpower, costly disputes between design and construction parties and
various levels of owner experience has forced several owners toward single source

- design-build contracting (Dell’Isola, 1987).

- More recently the design-build delivery system has seen increased use. In design-
build, projects are integrated by a single point of responsibility for design, construction,
and project management (Branca, 1987). A design-build contract is an agreement
between an owner and a single entity to provide a facility under a single contract.
Portions or all of the design and construction may be performed by the entity or
subcontracted to other companies. Design-build is now recognized for use in over half of
the 50 US states and accounted for over 24 percent of the 286 billion dollars of non-
residential construction put in place in 1996 (Design 96, Tarricone 96, US Dept. of
Commerce 97). Congress recently enacted specific authorization that enables federal
contracting officers to use the design-build project delivery system in the public sector
(Design-Build Dateline, 1996). Similarly, civil and infrastructure industries have
recently developed new applications of design-build to procure large highway and bridge
projects (Powers, 1997). Consequently, with continued growth and its application to a |
variety of markets, there is a need to clearly distinguish the contractual and operational
merits of design-build from its predecessors and other principal procurement methods.

Construction researchers have made substantial efforts to expand project delivery
research in the past decade. Attempts to explore the success, failure and application of
delivery systems have been documented through various case studies of high profile
projects such as the Sydney Opera House and the Texas Motor Speedway (Reina, 1997,
Capps, 1997). Opinion surveys of clients who frequently administer design and
construction services have been successful in investigating attitudes toward specific
delivery methods (Songer, 1996, Truong, 1996). Detailed analyses of builders and _
clients have explained variations in the way procurement systems are administered both




privately and in the public sector (Fraga, 1996, Bruns, 1997, Myers, 1994). Other
researchers have approached this research using empirical performance data.

Oberlender (1993) performed a quantitative study to identify factors known prior to
the commencement of construction which are early warning signs of project cost and
schedule growth. - Pocock (1996) developed a method for mcasﬁﬁng the impact of ‘
project integration on performance of public sector projects. The University of Reading
Design and Build Forum (1996), using multivariate analysis techniques, compared the
cost, schedule and quality performance of 332 design-build and design-bid-build projects
recently built in the United Kingdom.  These researchers have laid the groundwork for a
more focused study of delivery systems in the US.

11 PROBLEM STATEMENT

Despite the research efforts discussed above, there is no study that can definitively
show the quantifiable cost, schedule, and quality performance differences between
construction management at risk, design-build, and design-bid-build delivery systems in
the US (Sanvido, 1996). Before theoretical research in this field can start, a
performance-based, empirical investigation of the three principal delivery systems.used
in the US construction industry is needed. Furthermore, without an objective study of
these modes of delivery, present day owners lack the basic knowledge that is critical in
deciding which way they choose to deliver their facility.

1.2 OBJECTIVES

The purpose of this research study was to empirically compare the cost, schedule and
quality performance of construction management at risk, design-build and design-bid-
build delivery systems for US building projects. This research had three distinct

objectives:

1. to develop, test and implement a method to collect detailed performance data

from US construction projects,
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2. to compare total project cost, schedule and quality performance between
construction management at risk, design-build and design-bid—build delivery
systems, and

3. to describe project characteristics which explain the highest proport10n of
variation in project performance measures.

1.2.1 SCOPE

The scope of the study was-limited to measuring cost, schedule and quality
performance of select categories of buildings. Cost and schedule dates for both design
and construction were documented at the time of contract award and at project
completion. Quality was limited to asking facility owners to measure the difficulty of the
turnover process and the actual versus expected performance of each principal facility -
system. ‘Tenant and process work items were not included. General building projects
studied were completed within the past five years in the United States. Qualitative
factors that described the project and team context were identified and measured.
Specific definitions referenced terms and of cost, schedule and quality performance are
described in the glossary of terms. Definitions of each project delivery system are
discussed further in Chapter Two.

1.2.2 RELEVANCE

A study that objectively measures cost, schedule and quality performance of the
major delivery systems in use in the US was needed for several reasons. For research to
progress, performance differences between project delivery systems must first be
identified, then described and their causes must be defined.

The industry would also benefit from an objective comparison in several ways. First,
a private owner that has to decide whether or not to utilize a particular delivery approach,
may have several concerns. One may be losing control over the delivery process.
Another may be realizing cost, schedule and quality benefits. They usually base their
decision on their experience or anecdotal evidence. A second case may be the general
contractor who can deliver projects using any of the three systems and must convince an
owner that one system better fulfills their facility needs. They have the same sources to
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base their decisions as the owner. Finally, public agencies governed by federal ;
acquisition regulations have been frustrated by a history of poorly performing design-
bid-build projects (Pocock, 1996). As these regulations change, government owners
have project delivery choices and they need objective evidence to support selection of
specific delivery systems based on their performance.

Never before has an empirical comparison been made of principal US delivery
methods. The US construction industty will benefit from an unbiased investigation that
outlines the specific relationships of cost, schedule and quality between principal delivery
systems. An understanding of performance of these systems will help an owner better
select the project delivery system most suited for their specific facility goal.

Furthermore, the collection of quantitative data supporting the selection of the specific
delivery system can greatly increase the understanding of these systems.

1.3 RESEARCH APPROACH

Since a limited amount of research has been performed on empirically evaluating
project delivery methods, an investigation of the variables describing project
performance was a critical first step. Concurrently, methods for economically and
comprehensively collecting factual data on a large scale were analyzed. A data collection
instrument had to allow the researcher to collect field data from a large cross section of
the US construction industry. The selected data collection method had to also allow the

researcher to thoroughly cross check data for accuracy. Research was divided into four
distinct phases.

The first phase developed an instrument to collect and analyze project data in an
objective manner. A comprehensive data collection instrument including quantitative
cost, schedule and quality performance data was created and pilot tested with a taskforce
of industry experts. Phase two used the data collection instrument to collect extensive
project data from the US construction industry. Phase three used several data checking
techniques to verify project data. These improved the consistency and accuracy of
project data. A non-response study targeted a random sample of survey non-respondents
to determine how well the sample represented the industry. Finally, the fourth phase
tested several hypotheses to distinguish significant differences in delivery performance.
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Multivariate linear regression identified those variables having the most impact on -
project delivery performance. Each of four phases of research is discussed below.

14 RESEARCH STEPS
1. - Develop and test the data collection instrument and performance metrics.

This research benefited directly from the extensive interaction with an expert,
industry taskforce organized by the principal research sponsor, the Construction Industry
Institute (CII). Members of this taskforce provided continual input in all phases of the
research particularly in topic definition, the brainstorming of survey questions, the
development of principal definitions and metrics, and the review of results. They also
identified several sources for project data.

This research required objective cost, schedule and quality comparisons. Input from
the taskforce and methods from related literature shaped the development of seven
metrics used for these comparisons. The design of performance metrics identified
critical data for collection. Literature regarding project delivery systems, applied linear
statistical modeling, survey research and construction contracts was examined and
confirmed the existence of other explanatory data known to affect project performance.
The researcher held numerous discussions with researchers conducting related studies ,
within the US and abroad. Pertinent research from agencies such as the CII, the Design-
Build Institute of America (DBIA), the Associated General Contractors of America
(AGC) and other research institutions was also studied.

Evaluating the performance of project delivery systems required a large amount of
project specific data collected directly from the US construction industry. The success of
this data collection depended largely on the length and complexity of the data collection
instrument [Dillman, 1978]. For this reason it was critical to pilot test the data collection
instrument. The initial data collection instrument contained extensive questions and
required much project data. The first five sections collected data used for calculating
seven performance metrics. The latter sections were based on factors identified in the
literature and by the taskforce, which were known to affect project performance. After
review by the Penn State statistical consulting center, the data collection instrument was
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tested on 25 projects supplied by the taskforce. Based on the analysis of the respondents’
interpretation of the questions and the value of the data in the responses, the instrument
was modified and retested on an additional 25 projects. Testing in this fashion allowed
the researcher to rewrite ambiguous questions and shorten the instrument by discarding
unnecessary or unsuccessful questions.

The final version of the Project Delivery System data collection instrument is located
in Appendix B. The final version examined the three principal types of project
organization being studied, considered seven different contract types and provided data
for seven critical performance metrics. The instrument also collected information on
nineteen characteristics of the project team and its environment, nine classes of major
building systems, the success criteria for the project and lessons learned from the project.

2. Collect data.

Data was collected by mail, fax and through phone interviews. Telephone interview
techniques increased the response rates typically obtained in mail surveys and assisted
respondents with questions regarding survey content. The data collection instrument was
mailed to a random industfy sample targeting companies in several professional
organizations. These were the Construction Industry Institute (CII), the Design-Build
Institute of America (DBIA), the Associated General Contractors of America (AGC), the
Partnership for Achieving Construction Excellence (PACE), the US military and Penn
State architectural engineering alumni. Members of these organizations were targeted
because they represent a good cross section of contractors who design and build projects
within the general building sector of the United States.

Projects were drawn from the general building sector of the industry. They were
later classified into six facility classes based on detailed descriptions of their building
systems (See section 5.3.2). They are light industrial, multi-story dwelling, simple
office, complex office, heavy industrial and high technology. Where possible,
respondents were asked to select pairs of projects that were similar in scope, yet different
in delivery system. For instance, one which used construction management at risk and
the other which used design-build or design-bid-build.
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3. Verify data.

Every project response was scrutinized for errors in the project data. Follow up
phone interviews were made to complete information and check project facts. In each
case where the respondent was not the owner, facility owners or users were contacted
directly to obtain quality data. Finally, data was sorted and independently entered three
times into a Filemaker® database and Microsoft Excel® spreadsheets. Additional data
checks by people trained by the researcher detected and corrected several recording
errors and increased the consistency and accuracy of project data collection, organization
and entry. o '

A non-response study was conducted to verify the appropriateness of collected data.
By gaining additional project data from a sample of those who did not respond duriﬂg the
initial data collection éffort, the researcher was able to validate the fact that collected
data was representative of the industry from which it was drawn.

4. Analyze Data.

Using Minitab® statistical software, each project was first classified based upon its
origin, type and source. For each of these classifications, data sets including size, cost,
deiivery system, owner type, facility type, and respondent origin were calculated. Next,
descriptive statistics such as standard deviations, medians, means and ranges were
calculated for each key metric. These statistics were repeated for the original sample, the
non-résponse sample and the combined sample. Then, hypothesis testing and
multivariate regression used the entire sample for each key metric. Finally, relationships
between empirical results and qualitative survey data, such as team and building
characteristics, were investigated.
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1.5  RESEARCH RESULTS
This study produced several important results. These are:

1. The development of an effective method to obtain quantitative cost, schedule and
quality data from the US construction industry,

2. The execution of a non-response study to verify the appropriateness of the

- collected sample to the industry from which it was-drawn,

3. A direct comparison of construction management at risk, design-build and design-
bid-build project delivery systems through the evaluation of 351 US projects, and

4.- The identification and description of project characteristics that explain the
highest proportion of variation in project performance measures.

1.6 READER’S GUIDE

Chapter One provided an overview of this study. Chapter Two presents a review of
related project delivery system research, project delivery systems, construction contracts,
applied linear statistical modeling and survey research methods. This chapter illustrates
the current state of project delivery research. It distinguishes between the anecdotal and
empirical research. Chapter Two summarizes the work of others and identifies where the
researcher is departing from their work.

'Chapter Three identifies the variables included in this research by defining a project
delivery research framework. Performance metrics are described and defined. Several
expected relationships are discussed as they relate to project delivery performance and
~ data collection. Chapter Three ends with a description of the data collection instrument.

Chapter Four justifies the detailed data collection and analysis methods implemented
in this research. It explains the metric and question development, data collection, data
checking, and analysis. This chapter also explains how the findings of other researchers
guided the methodology for this study.

- Chapter Five explains initial data collection response rates and verification
procedures performed before combining data samples. It also discusses data
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standardization procedures such as the cost indexing of projects and the classification of
projects by facility type. Chapter Six describes the detailed results of project data
analysis. It illustrates the significant findings based on standard testing procedures and
summarizes regression results into primary and secondary findings. Chapter Seven
summarizes results, acknowledges the limitations of this research, provides an outline for
future research and discusses the contributions of this study.
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CHAPTER TWO
LITERATURE REVIEW

This chapter describes the definitions of each principal project delivery system
studied in this research. Related project delivery research is discussed with specific
mention of several empirical research studies recently completed in the US and abroad.
Chapter Two summarizes the work of other researchers and gives a background to the
current state of project delivery system research in the construction industry.

2.1 PROJECT DELIVERY SYSTEMS

Project delivery systems are referred to in many different ways. In this research, a
project delivery system defines the relationships, roles, and responsibilities of parties and
the sequence of activities required to provide a facility. More commonly stated, delivery
methods “describe the roles of participants, the relationships between them, both formal
and informal, the timing of events and the practices and techniques of management that

- are used” (Ireland, 1982).

While many delivery systems are available, this research considers the three most
common project delivery methods employed in the US today. These are construction
management at risk, design-build, and design-bid-build. Two other commonly used
systems are agency construction management and program management. As with
construction management at risk, these systems offer an owner a consultant type
relationship for planning and management, yet they differ slightly in that the program
manager does not perform or hold construction contracts (Associated, 1991). Multiple-
prime contracting is another project delivery system where the owner holds separate
prime contracts for the design and construction of each separate building system (Lynch,
1996).
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2.1.1 DEFINITIONS

While several variations do exist for construction management at risk, design-build
-and design-bid-build, the following definitions represent the basic understanding»of these
project delivery systems-used in this thesis. -

Design-Bid-Build is the traditional project delivery system in the US construction
industry where the owner contracts separately with a designer and a constructor. The

owner normally contracts with a design company to provide "complete" design
documents. The owner or owner agent then usually solicits fixed price bids from
construction contractors to perform the work. One contractor is usually selected and
enters into an agreement with the owner to construct a facility in accordance with the
plans and specifications. These three steps follow sequentially, characterizing design-
bid-build as the separation of design and construction disciplines.” Assuming there are no
changes to the plans, this results in a firm cost for the project and a somewhat simpler
selection process. However, the owner must perform two selections, first the architect,
and second, the constructor. The constructor is selected after the completion of design,
thus omitting constructability reviews [Associated, 1991]. This separation and the
subsequent lack of a team approach from the beginning, typically makes the owner and
contractor adversaries. They have different financial interests Which can lead to disputes
and costly changes.

_ Construction Management at Risk is a project delivery system where the owner

contracts separately with a designer and a contractor. The owner contracts with a design
company to provide a facility design. The owner selects a contractor to perform
construction management services and construction work, in accordance with the plans
and specifications, for a fee. The contractor usually has significant input in the design
process. This system represents a departure from the traditional design-bid-build method
in two distinctive ways. First, the client has the opportunity to engage the construction
entity much earlier in the design process. Early brainstorming sessions which involve the
constructor offer the owner great advantage [Capps, 1997]. The second distinctionisa
result of the first. Planning, through this early integration of team players, allows for
phased design, advanced ordering of long lead items and early construction start dates for
critical excavation and foundation packages [Branca, 1987]. These operational
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distinctions are slight while comparing them to design-build delivery. However
significant difference is noticed contractually.

Design-Build is a project delivery system where the owner contracts with a single
entity to perform both design and construction under a singlé design-build contract. -
Contractually, design-build offers the owner a single point of responsibility for design
and construction services. This is different from construction management at risk and
design-bid-build, where the owner must-administer at least two separate contracts.
Portions or all of the design and construction may be performed by a single design—build
entity or may be subcontracted to other companies. Even in cases where the design-build
entity subcontracts directly or partners for design, the owner maintains the same, single
contact. The difference between design-build and construction management at risk is
sometimes slight (Tulacz, 1995). -Private and public sectors alike have seen more
requests for design-build, a consequence of a further evolution of customers who expect
a broader range of service from a single entity.

2.1.2 COMPANY CONFIGURATIONS

Each of these delivery systems can be performed by teams that are configured in
different manners. Various team configurations exhibit the wide variety of alternative
project delivery systems which have been introduced. These teams are drawn from
companies that have different capabilities. Several company configurations found are
(Sanvido, et al., 1996, p. 5): \

e “construction/ project managers and designers that act as agents of the owner;

e constructors, designers or proj ect managers that act as brokers and subcontract all
activities; ‘

» designers or construction contractors that self perform select disciplines, typically
arbhitectural, structural and finish items and subcontract the balance;

e contractors with full service in-house design, fabrication and construction
installation ability;

e contractors with full service in-house design and construction ability;

e contractors with in-house design and construction management ability; and

e design / construction joint ventures and strategic alliances.”
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In these organizations above, the word "designer" can also mean "specialty
consultants," and the word "contractor” includes "specialty subcontractors." Also fiote
that above classifications apply to construction management at risk, design-build or
design-bid-build delivery systems.

2.2 ' RELATED STUDIES

Several areas have been explored to document the use of project delivery systems.
Numerous case study attempts have explored instances of success and failure; the
advantages and disadvantages of systems and unique applications of procurement
systems (Reina, 1997, Capps, 1997).. Opinion surveys of clients who frequently
administer design and construction services have been successful in investigating the -
attitudes toward specific delivery methods (Molenaar, 1995, Songer, 1996, Truong,
1996). Several more ‘in depth’ case studies of industry builders and clients, such as the
US Postal Service, explain variations in the way project delivery systems are .
administered both privately and in the public sector (Fraga, 1996, Bruns, 1997, Myers,
1994). Several researchers have collected specific project data from the industry through
survey research (Bennett, Pothecary and Robinson, 1996, Pocock, 1996). ’

The Design-Build Institute of America (DBIA) has compiled many articles related to
design-build practice and project specific case studies. These publications (Master...,
1996, Fraga, 1996) offer insights to the effectiveness of particular-systems but do not
offer a direct comparison of their merits. Songer (1996) has compiled a substantial

-reference list of design-build literature which includes several articles containing general
and anecdotal information with limited empirical research findings.

The following paragraphs describe three main types of proj ect delivery system
research. These are: the general impacts of planning and management functions on
project delivery, opinions on delivery system benefits and empirical studies of project
delivery systems. -
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2.2.1 PLANNING/ MANAGEMENT EFFECTS ON PROJECT DELIVERY

Project planning and management strategies have been explored in many ways. In
particular, their potential to positively or negatively effect the outcome of a project has
received-a great deal of attention. One such study (Songer, 1992) examined and
developed an improved approach to owner planning of the design-build contract
management process for public sector agencies. This study created a process model
specifically designed for the administration of public design-build contracts. It identified
and incorporated planning, analysis and pivotal decisions made by the owner.

Another study focused on the relationships between the levels of pre-project planning
and subsequent cost, schedule and contract modification outcomes (Bruns, 1997). The
correlation used historic data from 37 projects completed within the University of Texas
System. Using 11 previously developed pre-planning criteria, Bruns investigated the
extent to which these criteria were correlated with project performance. Results
indicated apositive correlation in a single case. This occurred between the managers’
individualized responses to the defined pre-planning criteria and when they were asked to
subjectively rate the overall pre-planning effort on a project. Cost, schedule and contract
modifications indicated no direct relationships to pre-project planning. The calculations
used to create the pre-planning index utilized an aggregate score for all 11 criteria. If
these were taken individually they might have introduced different relationships. Other
reasons for the potential lack of correlation were recognized. Time lapse between project
completion and the pre-planning questionnaire might have affected a manager’s
perspective of the pre-planning effort actually implemented. Also, pre-planning efforts
were not formally practiced on many of the projects.

Engineering Procure Construct (EPC) contracts used in the process industry are a
form of single source design-build contracting. McFall investigated the impacts of
information management on project success by using the engineef—procure—consh'uct
process model (1997). Using process activities within this model, a methodology was
provided for predicting the impact of proposed information process changes on project
cost and schedule performance. The research team, using the large level 164 activity
EPC model, ‘micro-modeled’ only those activities known to be affected by a proposed
process change. Three specific information management strategies were identified.




16

They are data management, document management and information sharing. By
speculating how the manipulation of these strategies could alter the process outcome, the
team could prepare separate models for comparison. This led to an analysis of average
performance improvement calculated by comparing speculated, present and historical
EPC process models. Results indicated that information management practices can
significantly improve project performance. Furthermore, this research has identified a
method which allows a project team to mampulate certain activities in the EPC process
and consequently pred;lct the effect those changes could have on project schedule and
cost outcomes.

Although these studies did not directly measure project performance, they greatly
improved the understanding of certain factors, which when acting as a group, might be
associated with excellent or poor project performance The following list summarizes
the pre—planmng and information management criteria identified in the above referenced
works.

Scope definition,

Customer participation,

Project objectives and priorities,
Execution approach,
Pre-authorization design data,
AJE selection and qualifications,
Communications,

Project controls,
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Alternatives analysis,
Constructability,
. Risk assessment,

—
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Data management,
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. Design and materials management,
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Document management, and
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. Information sharing.
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2.2.2 NON-EMPIRICAL PROJECT DELIVERY RESEARCH

Research efforts designed to collect perspectives, opinions or feelings about selected
project delivery systems are presented. While these studies are limited in terms of
empirical data, they offer reasons why clients select certain project delivery systems.

Truong quantified an owner’s confidence level that the choice to use one delivery
method over another would produce improved project results. This study compared
design-bid-build and design-build. This research analyzed types of owner organizations
and types of projects for which it was believed design-build was best suited. It then
evaluated project chara{ctel‘istics by> which desigli—buﬂdl was consistently the method of
choice (1996). | " ”

Truong collected rankings of project objective criteria from 51 respondents. These
included items such as the potential to reduce project time and cost, the potential to
involve the constructor early in the design process, the flexibility to accommodate design
changes, various levels of owner experience, reduced litigation and other criteria
surrounding design and planning decisions. A weighted decision factor was calculated
by combining rankings with information collected »duril‘lg a literature survey on the
effective use of design-build. Based on this factor and the number of projects in each
category, an assertion was made as to the desirability of using design-build. Possible
outcomes included: desirable, potential or no valid conclusions. A variety of
conclusions were reached amongst the different owner organizations and project types.
This research also identified objectives that a variety of owners were consistently basing
project delivery selection decisions.

A more extensive survey by Molenaar (1995), tested the existence of primary factors
for selecting design-build. This study was restricted to public sector owner organizations
such as local, state and federal agencies. Using a combination of expert owner
interviews and subjective data from 88 respondents, this study ranked 15 project
characteristics known to affect project success. Of these 15, five project characteristics
were concluded to be the most critical to project success. These were (p.89):
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Well defined scope, -

Shared understanding of scope,
Owner sophistication,
Adequate owner staffing, and
Established budget.

SR TR

Tt is interesting to recognize that when asked, owners ranked characteristics which are
directly controlled by the owners themselves as critical. Also, while characteristics were
organized as those affecting success, there was no attempt made to empirically measure
their correlation with project performance.

As an extension of Molenaar’s work, Songer (1996) polled private and public sector
owners to gain a fundamental understanding of attitudes toward the top selection factors
identified for choosing design-build. Two goals were to understand why owners were
selecting design-build and to directly compare results from private and public sector
owners. Of 290 mailed surveys, 182 owners responded. One hundred eight (60%) of
these responses were usable. The following factors were cited when owners chose
design-build: '

Shorten duration,

Establish cost,

Reduce cost,

Offer constructability / innovation,

Establish schedule,

Reduce claims, and

Accommodate large project size / complexity.

This research concluded that owners felt very strongly that design-build should be
selected to shorten overall project duration. Factors one, two and seven were identical
for public and private sector owners. Pooled variance hypothesis testing indicated that
six of the seven factors for public and private sector owner’s mean rankings were not
significantly different. Therefore, despite the differences between public and private
delivery strategies and constraints, their attitudes for selecting design-build should be

viewed as consistent.
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:2.2.3 'EMPIRICAL PROJECT DELIVERY RESEARCH

Empirical research requires extensive, unbiased performance data from an adequate
sample of industry projects. The following research was empirical in nature.

Oberlender and Zeitoun (1993) performed a quantitative study to idéntify factors -
known prior to the commencement of construction, which are early warning signs of
project cost and schedule growth. A total of 106 US projects collected from 23 CII
member companies listed several early warning signs for construction projects and
distinguished between fixed price and cost reimbursable contract strategies. This
separation was included because fixed priced jobs generally expect fewer changes due to
a more defined scope, whereas cost reimbursable jobs are typically awarded prior to the
completion of design. Other factors included the selection of bidders via either open bid
invitations or the pre-qualification of a group of contractors and price competition
measured by ‘money left on the table’ (MLOT). They also measured the effect of
different project delivery-types on cost and schedule growth but was unable to correlate
these figures with project delivery type due to a small sample. This study represents
conclusions about the effect of various factors on project performance. It also documents
the negative effect of the ‘ripple effect,” a consequence of several successive changes due
to a previous change, on project performance. Finally, this research incorporated a data
collection method that categorized cost and schedule growth into distinct quartiles of the
construction phase. This technique illustrated at which phase certain projects departed
from planned budgets and schedules.

Pocock and Liu (1996), used objective performance measures to document
differences in four delivery systems used on 209 military projects. Table 2.1 lists the
mean values for design-build, design-bid-build, partnering and combinations of these.
The authors defined partnering as a “Non-contractual arrangément that changes
relationships among owners, contractors, designers, and others on construction projects.
Tt aims to create a team effort, to promote mutually beneficial goals (p. 58).” The
combination category was made up of projects utilizing aspects of both partnering and
design-build.
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Delivery # of Projects % Cost Growth % Schedule Growth
Design-build 90 8.48 27.76
Traditional 40 6.37 26.23
Partnering 63 8.62 17.06
Combination 16 10.44 18.76

Table 2.1: Summary results of delivery system performance (From Pocock and Liu,
1996).

The authors also tracked the number of modifications to the contract and the number
of those due directly to design deficiencies. Summary results indicate that no clear
distinction can be made between these modifications for all delivery methods. Rather,
they show that specific project constraints and characteristics should be considered in
combination with the indicators analyzed within this study.

In a more detailed study of the same data, Pocock (1996) developed a method for
measuring the impact of project integration on project performance. General
comparisons were made using univariate statistical testing such as averages, t-tests, and
correlations. Results indicate that each of the alternative methods of delivery possess
higher average degrees of team interaction than do traditional projects.

By using specific project data from 16 building projects, Sanvido (1990) identified
four critical project success factors. These factors include, “selecting team members with
experience; allowing teams to work together using contracts that allocate risk and reward
in the correct proportion; developing a team chemistry via common goals and activities;
and involving qualified users, contractors and operators early in the design phase to
provide optimization information to the team (p. 6-6).” These factors consistently
appeared in project delivery literature.

2.3 READING DESIGN AND BUILD FORUM

The University of Reading Design and Build Forum's recent study (referred to as
‘The Forum’ in this report) is the most comprehensive comparison of project delivery
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systems and the only study based on objective data collected from a large section of the
industry (Bennett, Pothecary and Robinson, 1996). The Forum analyze,d-cost, schedule
and quality data taken from design-build and design-bid;build Pproj ects :r‘ecentlyv built in
the United Kingdom. The study recognized three distinct variations of design-build and
compared them to design-bid-build jobs and projects procured using a management
contracting approach..

-2.3.1 DELIVERY SYSTEMS

The UK recognized several distinct types of delivery systems. Two were design-bid-
build and design and manage. Another three were variations of design-build.

Design-bid-build in the UK represents the common, sequential approach to project
delivery where design is completed before engaging the construction contractor. This
system and design and manage, where the manager holds no construction contracts, are
also used in the US. The Forum excluded design and manage from the study since the
contractor does not assume any risk for the ultimate performance of the facility. _ |

Traditional design-build was used for approximately twenty percent of new design-
build projects. Here, an owner would approach a contractor for early design assistance
then negotiate with that contractor for design and construction responsibility. The
design-build firm would then acquire outside design assistance or utilize in-house
capabilities.

Consultant novation arrangements were used for approximately fifty percent of all
new design—build work in the UK. Here, an owner sought independent design advice
during the briefing stage from one or more design consultants. Design consultants
advanced design to a stage when a contractor was engaged into the process. From this v
point forward the consultants employment was ‘novated’ or assigned to the contractor,
thus shifting design and construction risk to the selected contractor for the remainder of
the project.

Develop and construct accounted for twenty percent of the design-build market. This
organizational arrangement differs from traditional design-build only in the extent to -
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which the owner develops design before engaging the construction contractor. Projects
varied from owners who had only outline specifications to those having detailed
requirements. The owner would then utilize an in-house design staff or appoint a design
consultant to further develop these varying levels of design.

Newer éppr_oaches to déﬁveﬁng desigﬂ-bu_ild in the UKW(:I'(_: using a fee-based |
management approach. This approach involved a management firm early in the delivery
process, but then agreed to a guaranteed maximum price at an appropriate stage.

232 SUMMARY OFMAINFINDINGS

‘Because of the similarity between the efforts completed by The Forum and this study,
a meeting was held between The Forum team and this researcher to exchange ideas,
discuss procedural techniques and review analysis methods.

~ The Forum mailed a comprehensive survey to a select sample of owner agents to
collect performance data-in terms of cost, schedule and quality. Areas of qualitative data
describing the project client, management approach, building functions, construction
type, size and project location were also collected. The Forum conducted 150 interviews
with clients and project team members on a select group of 35 projects. These interviews
were conducted to evaluate the accuracy of collected data and to identify differences in
project performance. The Forum analyzed 332 projects. One hundred sixty six used
design-build approaches, 156 used traditional design-bid-build and 10 used a
management approach.

Due to the limited number of projects procured using the management approach, the
Forum did not attempt to offer conclusions regarding this arrangement. Therefore,
comparisons were limited to project data taken from design-build and design-bid-build
jobs. Data showed that design-build projects resulted in:

e a 12% improvement in construction speed,
e a30% improvement in project delivery speed,

e a 13% reduction in unit cost,
e _more certainty in finishing on time,
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e agreater chance of finishing within 5% of budget, and
e ahigher possibility of achieving specified quality.

In addition to basic univariate comparisons, the Forum conducted multivariate
regression analyses to identify variables affecting the performance of certain metrics. To
investigate the d1fferences of speed and cost between demgn—buﬂd and des1gn—b1d—bu11d
three regression models were developed. Construction speed was defined as gross
building area divided by the construction time period. Total speed of delivery, was
defined as gross bulldmg area divided by design and construction time periods. Unit
cost, was defined as proj ject cost per square meter. Each model was based on a reduced
sample of project data and e_xplamed uneven levéls of variation around set response
variables. The study did not attempt to develop models for other critical metrics such as
cost growth, schedule growth or quality. Therefore, results describing these metrics were
based only on univariate comparisons. Table 2.2, orders 11 variables that exerted the
greatest influence on cbnstruct_ion speed, total speed and unit cost. The table also -
indicates the number of projects used to build each model and the amount of variation
explained by the model.

Regressioﬁ results indicated that project size, unit cost and facility type are critical to
explain speed and cost performance of projects. Delivery system (procurement
approach), ranked third in one case, was less important in determining proj‘ect
performance. These findings are important to this study in two primary ways. First, The
Forum attempted to measure differences between delivery systems while considering a
wide range of variables by using multivariate regression modeling. Second, while
explaining only modest levels of variation from a prediction standpoint, these results
identified variables other than the chosen delivery method, which are critical to project
success.
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Construction| Delivery “ Umt
Speed Speed Cost
No. of Projects | 223 176 240
Explained Variation 90% . - 80% - 51%
Project size 1 1 5
Building type 2 4 1
'Unit cost 3 2 , NA
Complexity 4 6 2
Procurement 5 3 4
Technology 6 11 7
- Innovation 7 5 | 8
Building structure 8 10 9
Existence of basements 9 9 10
Quality - 10 8 6
Aesthetics 11 7 11
Location NA NA 3

Table 2.2: Ordered influence of variables on metrics (From Bennett,
et al., 1996) -

2.3.3 LIMITATIONS

The procedures, methods and subsequent findings of The Forum’s study were limited
in several ways. First, there was no indication of the overall respondent population size
in the UK building market, therefore it was unknown how representative the collected
332 projects were of the population from which they were drawn. Second, principal |
metrics of cost and schedule were not analyzed using a multivariate approach. Therefore
the effective consideration of a number of identified variables in explaining the
differences between design-build and design-bid-build performance was limited. In
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terms of quality, this study was successful in collecting both intended and achieved
quality ratings on sixteen different characteristics. Scores were combined and averaged

| ~ for comparison. This aggregate procedure may have incorrectly assumed the importance

of each question or characteristic as equal.
24 SUMMARY OF RELATED LITERATURE

These research findings and the lessons learned from the researchers through
discussions with them, have provided valuable background for the data collection
instrument and methodology utilized in this research. These initial efforts have
established a clear need to expand the direct comparison of systems through a detailed
investigation of a large number of projects. Itis also evident that several factors have the
potential to explain project performance, thus supporting the need for a multivariate
analysis. Likewise it is important to recogm'ze that factors are frequently project specific.
Variables such as these may act alone in describing performance or may interact with
other explanatory variables or the response variables which they attempt to explain.

Studies performed in the area of project delivery have depended largely on survey
research and active industry participation. The current state of proj ect delivery research,
although not always empirical, identifies numerous variables that have the potential to
impact project performance. A collection of these variables were used to develop a
framework for this research and a corresponding data collection instrument. These are
presented in Chapter Three. ' '
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. CHAPTER THREE
PROJECT DELIVERY FRAMEWORK

“This chapter describes a project delivery research framework, a model for organizing
the many factors known to impact project performance. This framework contains eight
information categories. These are owner, facility type, project delivery system,
procurement method, contract type, facility team, facility and performance metrics. The
framework also recogmzes the context of an environment in which the facility delivery
process exists. Each category contains several variables and potential relationships
between them. These categories are defined first in this chapter.

Based on the organization of this framework, this study developed and utilized a data
collection instrument to obtain project specific data, which when checked and compiled,
could be used to test several project delivery hypotheses. The data collection instrument
had to be able to collect factual project data that would allow the researcher to compare
seven specific performance metrics for each of the candidate project delivery systems. It
also had to provide sufficient project data to accurately identify each project. Finally, the
instrument had to collect qualitative data on a collection of variables known to impact
project delivery performance. These variables were identified in the literature in Chapter
Two and by the taskforce. This chapter also describes the context of that instrument.

3.1 A FRAMEWORK FOR PROJECT DELIVERY RESEARCH

Figure 3.1 illustrates the conceptual framework used in this research. It has been
developed to organize measurable variables and potential relationships that are known to
impact the facility delivery process. The categories and variables contained in this
framework include many areas previously researched and identified in Chapter Two, yet
they have not yet been organized into a conceptual model.
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The framework shown in Figure 3.1 identifies several key decisions made by the
owner which, when exécuted, impact the development of a faciﬁty team. Selections
made by the owner define and constrain both the facility team and the facility delivery
prdcess in which the team exists. Based on the aggregate collection of these owner
decisions, a single facility team is chosen to deliver a facility. The facility delivery
process is then measured by several performance metrics.

The relationships contained in this model should be read from top to bottom. For
example, an ‘owner selects a contract type’ and ‘contract type constrains the facility
team.” Also, the entire framework exists in the context of a project environment which in
turn exists within a larger external environment. The following sections define each of
these information categories. Key factors that make up this framework are italicized.

3.2 PERFORMANCE METRICS

Seven project performance metrics were used to describe the performance of the
facility delivery process. ‘These were the dependent or response variables. These
variables were measured after project completion. The following paragraphs define each
performance metric.

3.2.1 COST MEASURES

Cost was defined as the investment a facility owner makes in developing a facility
and was measured in US dollars. Costs were limited to the design and construction of
the facility and did not include land acquisition, extensive site work, process or owner
costs. Cost measures included unit cost, project cost growth and intensity (ahybrid of
unit cost and schedule measures).

Unit cost, the first metric, was measured to indicate the relative cost of a facility for
its given area. Tt was represented by the formula:

Unit Cost ($/SF) = [Final Project Cost / Area] / Index (1)
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Where:
Final Project Cost was the final design cost plus the final cost of construction. A
cost index was essential to make accurate comparisons of projects built in different
cities in different years. Cost data, with the exception of cost growth (%), were

adjusted for time and location using Means 1996 historical cost indexes.

The second metric, Cost Growth, provided an indication of the growth of project
costs over the life of the job. It was defined by the formula:

Cost Growth(%) = [(Final Project Cost - Contract Project Cost) / Contract 2)
Project Cost] * 100

‘Where:

Contract Project Cost was the design contract cost plus the construction contract cost.

The final cost metric, Intensity, indicated the unit cost of design and construction
work put in place in a facility per unit time. It was introduced as a hybrid cost/schedule
measure and was defined by the formula:

Intensity (($/SF)/Month) = [(Unit Cost) / Total Time] (3)

Where:

Total Time was the period from the as built design start date to the as built
construction end date.

3.2.2 SCHEDULE MEASURES

Three schedule metrics defined the time taken by the facility team and the owner to
deliver the facility. Schedule measures included construction speed, delivery speed and
schedule growth.
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Construction speed was the rate at which the construction team built the facility. It
was defined by the formula:

Construction Speed (SF/Month) = [Area / ((As Built Construction End Date -
As Built Construction Start Date) / 30) )] - . 4)

Delivery speed was the rate at which the project team designed and built the facility.
It was defined by the formula:

Delivery Speed (SF/Month) = [Area / (Total Time / 30)] . 5)

Schedule growth was the percentage by which the schedule grew over the life of the
proj ect. It was defined by the formula: .

Schedule Growth (%) = [(Total Time - Total As Planned T zme) / Total)
As Planned sze] * 100 (6)

Where:

The Total As Planned Time was the period from the as planned design start date to
the as planned construction end date.

3.23 QUALITY MEASURES

Quality was defined as the degree to which the facility met the expected facility
requirements. Quality was measured in seven areas. Each was a measure of the actual
performance versus the facility user’s or owner's expectations of the referenced building.
Individual quality scores, based on a maximum of 10, were used for primary univariate
comparisons.

The first three quality indices measured the difficulty of the turnover of the facility.
It was important to differentiate between poor turnover and poor facility performance.
The turnover quality measures included the difficulty of facility startup; the number and
magnitude of call backs; and the operation and the maintenance cost for the building/site.
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J;z‘trnov.er quality Was defined by the formﬁla:
Turno?erﬂ éﬁah’ty = Qs.tc.zrt z.¢p + Qcall backs + Qol;eration and m;zintenance (7a)
Where: N

Ostart up was the difficulty of the facility startup process, Qcall backs was the -
number and magnitude of call backs during the turnover process and Qoperation and
maintenance was the achievement of expected operation and maintenance costs for

- the facility/ site. Each of these was scored on a scale of 10. Aggregate scores were
used as summary metrics for univariate comparisons. This score combined
individual ratings received for facility startup, the number and magnitude of call
backs and the operation and maintenance cost scores for the building. A maximum
score of 30 was possible for turnover quality.

The next three indices measured specific system quality. System quality measures
were the performance of the envelope, roof, structure and foundation; the interior space
and layout; and environmental systems. System quality measured whether or not these
specific systemS met, exceeded or did not meet the expectations of the owner and was

defined by the formula:
System Quality = Qersf + Qis&lo + Qenvironment (7b)
Where:

Qersfwas the quality of the envelope, roof, structure and foundation systems, Qis&lo
was the quality of the interior space and layout and Qenvironment was the quality of
environmental systems such as the lighting, heating, ventilating or air conditioning.
Rach of these was scored on a scale of 10. A maximum score of 30 was possible for

system quality.

The last category was process equipment and its layout. Bquipment quality was
defined by the formula:
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Equipment Quality = Qprocess equipment & layout . - = - (7¢c)
Where:

QOprocess equipment & layout was the quality of process equipment if it was included
in the facility. Process equipment and layout was based on a maximum score of 10.

This concludes the description of the performance metrics. The factors affecting the
delivery of the facility and these resulting metrics are explained next.

3.3 FACTORS

Each of the information categories (Figure 3.1) are described in the following
paragraphs. Each category exists in the context of an environment. The project
environment is the effect created when all categories of variables interact together.

'3.3.1 EXTERNAL ENVIRONMENT

The external environment may impact the context of the project environment. This
external environment included four factors. A qualified pool of contractors is essential
for the accuracy of conceptual estimating. Less qualified firms may not have the
experience to estimate projects using schematic designs. Whether or not a qualified pool
of contractors exists depends largely on the type of facility being built and the location of
the facility. Geographic Jocation may constrain the availability of contractors needed for
a particular project.

The environment also presents certain regulatory or legal constraints that may
constrain the owner during the selection process or the facility team during the facility
delivery process. Likewise, levels of union and non-union /abor employed on the job or
the amount of subcontracted or direct hire work performed on the project may become a
constraint to the facility delivery process. Certain combinations of these four factors may
restrict team member performance, hinder the teams’ ability to accommodate change, or
establish an adversarial atmosphere on the project.
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3.3.2 vOWNER .

Variables describing the facility owner were most important in this research because
the owner defines and significantly influences the facility delivery process. Besides
selecting facility requirements, delivery systems, procurement methods, contracts or a
facility team, the owner organization must consider the impact of several internal
characteristics on the project. These characteristics describe the owner’s organization

and role in the facility delivery process and are described in the following paragraphs.

Two owner types (private and public) were considered in this framework. Private
and public owners use different project delivery methods (Songer, 1996, Pocock, 1996).
Public owners, including military, local, state and federal governmental agencies, may be
restricted in how they assemble project teams. Public owners may be limited by
procurement laws which many times require low price selection. They also must
consider different funding procedures. In many cases projects may be funded for design
first then later for construction.  This may lead to large time gaps between when the
facility is designed and when construction takes place. Projects may require significant
redesign based on differing user fequireme’nts, outdated design parameters or cost -
escalation. Furthermore, projects spanning several years may not benefit from an
integrated team experience. |

An owner’s ability to restrain the pool of contractors from which design and
construction contractors are selected was also considered (Oberlender, 1993). Owners
who buy buildings infrequently may not have the ability or expertise to restrain the
number of candidates participating in the procurement process. In much the same way,
an owner may not be able to qualify candidates based on predefined qualification
requirements such as financial stability, backlog, personnel or reputation.

An owner’s ability to define scope may impact the facility delivery process
(Molenaar, 1995). For example, a first time owner can either have a clear, well defined
scope of work, or a poor, ill-defined scope of work. Either case may be acceptable if the
chosen constructor has the ability to help the owner define the project and the experience
to perform the desired scope of work. In addition, the certainty of the facility design and
user requirements may dictate how well the job can be estimated. - '
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. -The owner’s experience with the facility type also relates to their ability to define
scope. One extreme case of this is noticed when a repeat owner, or one that buys
buildings frequently, contracts several times with the same firm to design and construct a
particular type of facility. Here the owner has good experience with the facility type due
to repetition and is likely to have a very well defined scope of work. The design
uncertainty is therefore low and the working relationships between the members of the
facility team are good. It is expected that this combination would yield low growth in -
cost or schedule. The key risks in this-case are unforeseen or unique characteristics of
the site and the local labor supply. On the other hand, a project led by an inexperienced
owner, or one who buys buildings infrequently, who is not properly guided by an
experienced designer or builder may suffer from poor scope definition. This
combination may in turn result in project cost and schedule overruns. These potential
relationships support the imPortance of owners having the ability to define the project
scope and choose key team players based on experience, financial strength and reputation
rather than price alone. ’ '

Experience with the chosen method of delivery is considered separately from facility
type experience. Although they may be strongly related, experience with the chosen
method of delivery may independently impact project ﬁerfofmance. For example, the
experienced owner may understand a particular project delivery system. However,
uncertainty is introduced when the owner is forced to manage a facility team under an
arrangement in which the owner has no experience or knowledge. For example,
managing an arrangement which demands teamwork, flexibility and integration may be -
overwhelming to an owner accustomed to using separate contacts for design and
construction services. An owner may be resistant to change, thus decreasing the
efficiency of the entire team. Team members may also have a culture suited to a
different delivery system. In this case mismatches may cause potential delays or an
adversarial context. On the other hand, an owner who is accustomed to working in a
team environment may expect more service than is offered in a less integrated system.
This in turn may result in cost overruns or liability exposure.

Owners must carefully select a project team of architects and builders that best suit -
the facility delivery process. Early team interaction can contribute positively to
establishing the desired culture under which the team will operate. The owner’s
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relationship with the team may directly impact procurement, delivery system or contract
decisions (Sanvido, €t al., 1990). For instance the owner working on a repeat basis with
a team may be able to negotiate directly for services rather than develop detailed
requirements utilized in pure.competitive procurement. On the other hand, with new
project teams, relationships must be built throughout the procurement process.

The capability of the owner to administer and manage the processes just described
may also impact the facility delivery process. For instance, in a design-bid-build mode
the owner must be able to administer and manage two separate contracts. This task is
reduced to a single contract when using the design-build system. Another example is the
owner’s ability to make decisions. Many factors may affect the decision making process
of an owner (Molenaar, 1995). However, many owners do not appoint a lead
representative to process and evaluate each inquiry or suggestion made by the facility
team. Because of this, the facility delivery process may stall while waiting for a reply or
directive from the owner’s organization. Therefore, timely decision making has the
potential to accelerate the facility delivery process. -

~~The previous paragraphs have identified attributes directly related to the facility
owner. The owner’s attributes are key influences on their decisions select the facility
type, project delivery system, procurement method, contract type and facility team. The
next five sections describe these categories in detail.

3.3.3 FACILITY TYPE

Facility type is one variable known at the outset of the project. Six facility types
were classified based on building systems, construction type, complexity, experience of
team members and final unit cost. Certain facility types behave differently than others in
terms of cost and schedule (Bennett, Pothecary and Robinson, 1996). Complexity
measures the difficulty of designing and constructing certain facility systems. For
instance, high technology projects are typically highly complex in terms of
environmental or processing systems and generally have intense production and project
schedule goals. They frequently sacrifice lower unit costs and low levels of cost growth
to achieve more cﬁtical production and schedule goals. Flexibility for handling changes
and aggressive schedule requirements generally drive high tech projects. On the other
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hand, light industrial projects such as warehouses, postal and light manufacturing
buildings are typically less complex, have large' open spans to accommodate processing
operations and may employ relatively simple designs-on a repetitive basis. These
facilities are typically less expensive in terms of unit cost. The researcher expects these
types of facilities to-have fewer and smaller cost and schedule overruns: .

- Facility characteristics include the number of floors in the building, the construction
type, size and specific building systems that further describe the facility. These items are
generally known at the outset of the project. For instance, a high number of floors or a
multi-story building may require additional planning, for both horizontal and vertical
sequencing and for the vertical transportation of personnel and materials. A single story
" building generally requires extensive horizontal sequence and method planning due to
large facility footprints and unconstrained construction sites (Riley, 1994). Multi-story
sequences may introduce additional confusion amongst trades and lost time due to poor
coordination or construction method changes. However, once patterns are established,
multi-story buildings can generally gain efficiencies of repetition not achieved on low
rise or single story facilities. In either situation, poor information communication may
lead to lost time, contract cost grdwth or undesirable levels of project qliality (Lynch,
1996).

Construction type was defined by new or renovation work. Renovation projects can
be potentially costly depending on the validity and accuracy of pre-construction
inspections, evaluations and existing contract documents. For example, a contractor may
price an interior renovation assuming the structure is usable, however once the walls and
ceilings are removed, the contractor may realize the underlying structure has deteriorated
requiring either repair or replacement. A project which is almost all renovation has a
higher chance of changes than one with only minimal renovations.

The type of renovation may also be critical. A refit of office space including
partitions and general lighting is expected to be less costly than connecting floors or
buildings, the replacement of load bearing walls or the retrofitting of mechanical and
electrical services.
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Facility size was considered as the gross building square footage. It was expected
that the effect of facility type on project performance depended largely on the size of the
project. For instancea very large project may gain certain efficiencies of repetitiveness
not experienced on a Véry small project. Like facility size, facility systems help describe
the physical characteristics of the building. - Specific systems included the foundation -
type, structure type,-architectural interior finishes, exterior enclosures, roofing,
environment, electrical systems, controls and site characteristics. The presence of
certain system types may impact the facility delivery process in terms of schedule, cost or
quality (Bennett, Pothecary and Robinson, 1996). For instance, a caisson type
foundation may take more time and be more expensive to construct due to the uncertainty
of soil conditions during the drilling process compared to a simple slab on grade system
used for the same facility.

- 3.3.4 PROJECT DELIVERY SYSTEM

This research considered three project delivery systems. These were design-bid-
build, design-build and construction management at risk. Bach system was defined in
detail in section 2.1.1. Bach system provides varying levels of team integration. As
contracts become integrated, certain efficiencies may occur. These include the improved
information communication between team members and lower levels of administrative
efforts required by facility owners (LYnch, 1996).

Similarly, levels of uncertainty which surround facility designs may affect facility
delivery performance depending on the project delivery system used. For example, a
simple office building built several times, may have less uncertainty in its design than a
high technology facility being built for the first time. It is expected that the simple office
building could be completely designed, void of any constructor input and then built by
any one of a number of qualified construction contractors. However, it is unreasonable
to expect the same of a high technology facility because of its complex services and
systems. Therefore, an arrangement that allows project team members to interact
together, early in the design process, may be absolutely necessary depending on the type
of facility being delivered (The Collaborative..., 1996). The researcher expects an
integrated team on a desigﬁ-build project to be better equipped to handle complex and
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aggrcssivcly scheduled, technology driven projects than less integrated teams such as
ones found on design-bid-build projects.

3.3.5 PROCUREMENT METHOD

Procurement methods range from opern bidding strategies, based on contract
documents, to the prequalification of bidders or shortlisting, to negotiated or sole source
team selection. These various forms of procurement allow the owner the opportunity to
select its team based on best value rather than purely low cost (Design-Build, 1996).

The point at which the constructor joins the team, /evel of design advancement, was a
significant indicator of facility delivery performance (Sanvido, 1990; Bennett, Pothecary,
and Robinson, 1996). Where the constructor joins the team early in design (say between
zero and 15% design complete) the team members have the opportunity to develop
realistic designs using the’éxperience of each team member. Relationships also develop
early on in the project, which may foster the team’s ability to handle change and
adversity over the life of the job. These c;haracteristics, combined with an earlier and
better knowledge of facility design introduce greater certainty in cost estimating.

The other extreme, which engages the constructor very late in the process (say
between 90 and 100% design complete) does not benefit from construction input because
many of the decisions affecting the design and constructability of the facility have been
made. The decisions made early on by the design team may not necessarily be tailored
or structured in a way that advantageously uses the expertise or experience of the chosen
constructor. Likewise, the constructor is unaware of the history of the désign, the
purpose of certain details or the overall theme of the project. Information transfer is thus
expected to be much slower and may require more information to explain the same scope
of work. Owner and architect budgets may then be less accurate due to a lack of price
input from the constructor (Design-Build, 1996).

3.3.6 CONTRACT TYPE

The commercial terms agreed to between members of facility team and the owner
play arole in defining the atmosphere and performance of team members on a job
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(Oberlender, 1993). This study considers lump sum, cost plus a fixed or percentage fee
and guaranteed maximum price (GMP) commercial terms for each principal team
member. Certain contracts restrict the builder or architect to a fixed or lump sum price
for a specified amount of work. Reimbursable agreements pay contractors their actual
costs but they introduce administrative work for the owner to verify these costs. A GMP
contract limits the amount that the owner will pay for the project. In addition, any
savings realized by the project team in a GMP contract may be shared or returned in full
to the owner. It is expected that project performance is affected by the agreed upon
commercial terms.

In the context of the commercial terms agreed upon, contracts may have unfair or
onerous clauses that constrain facility team members. For example, a contract clause
which requires the design-builder to consult with the owner’s project manager each time
a detail change or scope change is implemented would drastically decrease the
productivity of the team. Likewise clauses may be unfairly written which allocate risk
and reward disproportionately between facility team members. Thus, depending on the
project delivery system selected and the commercial terms agreed upon, it is expected
that the presence of onerous contract clauses will impact the facility delivery process
(Sanvido, et al., 1990).

3.3.7 FACILITY TEAM

The facility team consists of an architect/engineer and constructor, a design-builder
or an architect/engineer and construction manager. These members may then choose to
engage other essential team members to complete specific scopes of work. Once key
team members are selected, the owner becomes an integral member of the team. The
facility delivery process can then be executed by this team. As illustrated in Figure 3.1,
several factors impact the creation of the facility team and the subsequent execution of
the facility delivery process. Some of these potential relationships have been discussed.
Others deal directly with the principal members of the facility team.” These are described

below.

Selecting team members with experience is known to be a critical project success
factor, regardless of the facility type (Sanvido, et al., 1990). Experience with the chosen
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method of delivery is considered separately from facility type. Much like the case of the
owner the team’s experience with the chosen method of delivery may independently
impact project performance. Key team members performing for the first time under an
arrangement that demands teamwork, flexibility and integration, such as design-build,
may be overwhelmed and resistant to change, thus decreasing the efficiency of the entire
team. Team members may also have a culture suited to a different delivery system. In
this case, mismatches may cause potential delays and adversarial relationships.

On the other hand, key team members who are accustomed to working in a team
environment may provide more service than expected in the less integrated system, such
as construction management at risk or design-bid-build. This in turn may result in cost
overruns or liability exposure. Owners must carefully select a project team of architects
and builders that best suit the selected delivery method. Early team interaction can
contribute positively to establishing the desired culture under which the team will operate
(The Collaborative, 1996).

Experience with the facility type may weigh heavily in a prequalification or selection
- process where cost alone is not the deciding factor. In addition to the experience each
team member has with either the delivery system or facility type, the team may have
significant experience working together. For instance a construction firm may
consistently team with a design firm to respond to design-build proposals. Their
experience together on other jobs may positively impact their communication and
interaction as a team.

3.3.8 FACILITY DELIVERY

The facility delivery process includes five activities. These are manage, plan, design,
construct and operate. Each information category explained above identifies variables
which may impact these activities positively or negatively. The owner begins the entire
process by making several decisions. Each decision, in combination with the project
environment, creates constraints on the facility delivery process. The result of the
facility delivery process is the facility itself. Once completed, performance of the
process can be measured. '
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Similar to the experience of key team members with facility types or delivery
methods, positive relationships and collaboration can enhance the performance of the
project team (Gray, 1989).- Communication and chemistry amongst key team players
may impact how they operate and interact during the life of the project. If the same
group designs and builds several facilities and establishes a comfortable, trusting
relationship, the project stands to benefit from an improved delivery process. The
potential for growth in cost or schedule should be minimized due to the team’s
understanding of how each player operates. Information communication, project
administration and cost and schedule certainty should increase with a cooperative,
seasoned team. Therefore, extensive partnering or teaming agreements are ways to
achieve these beneficial characteristics on a job whose players have never before worked
together. ’

Based on the investigation of the information categories presented in the project
delivery research framework, a format for data collection was developed. Variables
within each category were organized into a data collection instrument. The specific
contents of this instrument are now discussed.

34 PROJECT DELIVERY SYSTEM DATA COLLECTION INSTRUMENT

An instrument was developed to collect the data needed to calculate key metrics used
to measure the performance of the facility delivery process (Appendix A). Information -
was organized into nine sections. These categories included the variables described in
the project delivery framework (Figure 3.1). The data collection instrument did not
organize the variables as they appeared in the framework for two reasons. First, the
researcher did not want to bias the data collection process by revealing the relationships
described within the framework. Second, the organization of the data collection
instrument allowed the respondent to initially complete critical cost, schedule and quality
questions and later describe less objective project characteristics. Survey sections one
and two provide data to identify the facility and delivery system. Sections three through
five contain quantitative and qualitative data describing the key metrics most critical to
this study. Sections six through nine allowed the respondent to explain the reasons for
measured differences. These sections requested information on variables found in the
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literature, input from the expert taskforce, and on the relationships discussed in the
previous section.

3.4.1 SECTIONI: PROJECT CHARACTERISTICS

Of greatest importance to tracking the project were the project name, its location, the
respondent who provided the data and the type of organization they were representing.
Respondents had to classify their facility into one of fourteen facility categories
representing six classes of buildings. Facility classes were ﬁght‘industrial, multi-story
dwelling, simple office, complex office, heavy industrial and high technology. Physical
characteristics such as the area, number of floors and the percentage of new construction
included in the project were also requested.

3.4.2 SECTIONII: PROJECT DELIVERY SYSTEM

The respondent was provided definitions for design-bid-build, design-build and
construction management at risk and was asked to select the system used on their project.
The respondent was also asked to identify the commercial terms used for either the -
design-builder or for the designer and contractor. Contract types were lump sum,
guaranteed maximum price (GMP), cost plus fixed fee, cost plus percentage fee, cost
plus GMP and cost plus incentive fee.

3.4.3 SECTIONIII: PROJECT SCHEDULE PERFORMANCE

Schedule information was collected by asking respondents to list as planned and as
built dates for four separate project events. These included the date the project was
advertised, the design start or notice to proceed date, the construction start or notice to
proceed date and the construction end date, defined by substantial completion. Dates
were given in mm/dd/yy format, from which the researcher calculated the duration of
each project phase.
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3.44 SECTIONIV: PROJECT COST PERFORMANCE

Budgeted cost, contract award and final cost figures were requested. Contract award
amount and final costs were most critical to this study. Contract costs represent the
amount agreed upon at the time the contract was signed. Final cost included changes or
modifications to the contract. Costs were identified for design, construction and total
project costs. In cases where estimated figures were given, owners were contacted to
verify the accuracy of estimates. Respondents were asked to deduct items not a cost to
the base building, such as, property costs, owner costs, costs of installed process or
manufacturing equipment, furnishings and fittings. Respondents were also asked to
estimate the cost of site work completed outside the footprint of the building as a
percentage of final construction costs.

3.4.5 SECTIONYV: PROJECT QUALITY PERFORMANCE

Section five was reserved for client input. In each case where the owner was not the
initial survey respondent, section five requested a client contact and phone number.
Respondents were then instructed to proceed directly to survey section six. The majority
of quality data was obtained through phone interviews conducted by the research team.
Seven quality questions were asked of each owner. To help reduce potential client bias
formed during project turnover, quality data was measured separately for the turnover
process and for system performance.

Three questions asked the client to rate the difficulty of the turnover process for
startup, the number and magnitude of callbacks and the operation and maintenance cost
for the facility. Responses were recorded as low, medium or high. Low represented the
best possible rating. Four other questions asked the client to rate whether or not the -
quality of specific facility systems met, did not meet or exceeded expectations.
Literature and expert review identified four systems which represent critical performance
and high cost areas of a facility. These included the building envelope, roof, structure
and foundations; interior space and layout; environmental systems such as lighting and
air conditioning; and where applicable, the quality of process equipment and its layout.
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3.4.6 SECTION VI: PROJECT TEAM CHARACTERISTICS

Section six collected data about qualifying and selecting the team, team experience,
team dynamics, owner capabilities, and general project constraints. ‘Nineteen
characteristics, based on current project dehvery literature and mput from the CII
taskforce, were measured. ' a

First, respondents were asked to record the manner in which the team was selected.
Choices included procurement through open bidding procedures, prequalified bidding,
negotiated contracting or contract documents. The ability to restrain the contractor
selection pool and the existence of a qualified group of contractors was noted.
Respondents were also asked to state the percentage of design complete when the
construction entity joined the project team.

The second area documented the level of experience held by each team member with
similar facilities and with the specific delivery system being reported. Team members
included the owner or owner representative, design-builder, architect/designer, contractor
and subcontractors. Responses were defined as excellent, limited or no experience with
‘the referenced category. Using the same response choices, respondents were asked to
indicate the team’s prior experience working together.

Area three focused on team dynamics. Communication and the chemistry between
team members were rated as either excellent, limited/adequate or poor/none. The
respondent was then asked to rate owners as either public or private. The relationship
between the owner and team was tracked as either a first time relationship, a partnering
agreement or a repeat arrangement. The fourth area rated factors included the owner’s
capability, the owner’s ability to define the project scope and the owner’s ability to make
timely decisions. These factors were measured by the respondent as either high,
adequate or poor.

Finally, general constraints surrounding the project were reported. The respondent
rated project complexity as high, average or low. The presence of regulatory or legal
constraints and whether or not the contract included onerous or unfair clauses was also
recorded by the respondent. Likewise, levels of union and non-union labor employed on
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the job and the amount of subcontracted or direct hire work performed on the project
were estimated by the respondent. |

' 3.4.7 ‘SECTION VII: PROJECTDATA

Project data more specific than that collected in section one was used to further
define facility types. Nine building system categories defined a variety of facility system
options and descriptors. Building systems included foundation types, structural systems,
architectural interior finishes, exterior enclosures, roofing systems, environmental
systems, electrical demands, control systems and site characteristics. Survey respondents
were simply asked to check items that applied to the facility or to offer additional -
information where appropriate. )

3.4.8 SECTION VIII: PROJECT SUCCESS CRITERIA

Respondents were asked to list and rate up to five criteria used by their respective
organizations to measure project success. Criteria received a rating of excellent, average
or poor. Section eight was one of two sections designed to let the respondent reflect on
the outcome and success of the project. The final quesﬁon asked the respondent to rate
the overall success of the project on the same scale.

3.4.9 SECTIONIX: LESSONS LEARNED

An opportunity to list lessons learned was included for two reasons. First, it gave the
respondent a chance to elaborate on unique project features and to discuss factors which
might have affected project performance. Second, it offered the researcher additional
information about éonstra:ints, relationships and challenges surrounding the project. The
respondent listed lessons learned about the project delivery system used and why they
thought the project could have been better delivered or more successful. Respondents -
were probed about their experience using the described system by asking them directly
whether the delivery system enhanced or hindered their ability to perform. The ‘
respondent completed the questionnaire by stating whether the project met the intended
needs and by describing unique project features that may have influenced its cost,
schedule or quality. |
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3.5 SUMMARY

Literature, related studies and expert collaboration have guided the development of a
tool to collect objective data from the industry. Lessons learmed from previous studies
and other researchers indicated principal areas where performance measurement was
needed, thus shaping the creation of seven key metrics. Methods used to collect, check
and analyze collected data is the subject of Chapter Four.
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CHAPTER FOUR

DATA COLLECTION AND ANALYSIS METHODS

The purpose of this research study was to empirically compare cost, schedule and
quality performance of projects delivered using construction management at risk, design-
build and design-bid-build delivery systems. An empirical research method that
recognized the lessons learned from other researchers who have pursued similar
objectives (Bennett, 1996, Oberlender, 1993, Pocock, 1996) was used. This research
used only quantitative and qualitative project data gathered by first hand observation,
either by the researcher or by someone else (Shﬁbn, 1985). This research used a
structured data collection instrument to collect project specific data. It did not consider
anecdotal evidence or opinions. The following paragraphs explain the effective use of
survey research in the construction arena and techniques that were implemented to
increase the validity and reliability of collected data.

4.1 DATA COLLECTION METHOD

Two possibilities exist to collect project related information from the industry. One
uses opinion polls to document perceptions of project performance. The second, which
was used for this research, collects project facts directly from project participants. Data
can be collected through a structured interview or through the use of a structured
questionnaire (Simon, 1985).

The geographic distribution of respondents, the dispersion of respondents across
various organizations and the vast number of respondents prohibited the sole use of face
to face interviews. Therefore a structured questionnaire, used in combination with
follow-up telephone interviews, targeted a reachable sample of industry respondents.
This procedure allowed the researcher to contact a greater number of the respondent
population at a significantly lower cost. Furthermore the ability to stratify and sort by
subcategories was critical to the comparison of delivery systems and required a
substantial sample size. 7
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4.1.1 SURVEY PROCEDURE

One of the weakest areas of data collection is the researcher’s inability to plan and
execute a specific procedure that is critical for maximizing response (Dillman, 1978).
Research on mail data collection suggests that to maximize response rate, each aspect of
a research effort should be designed and implemented in a way that transmits the most
positive image (Tanur, 1984). Of 16 techniques listed to improve the quantity and
quality of mail responses, this study successfully implemented 12. These techniques
included the design of an attractive, short questionnaire, the inclusion of postage paid,
return envelopes, official sponsorship, anonymity and confidentiality, the use of timely
follow-ups by mail, telephone and fax and the offering of incentives such as research
results.

4.1.2 DATA COLLECTION AND FOLLOW-UP

The following procedures were employed during the final phase of collection and
follow-up. First the researcher organized a five member team to collect data responses.
Each team member was familiar with the objectives of this research and was aware of the
terms and information contained in the data collection instrument. Standard fax forms
and telephone dialogue were developed to increase the consistency of the collection
effort and to maintain the professional image portrayed through the survey. Team
members worked side by side in the same office. This allowed the data collection team
to customize and regulate the approach to collecting follow-up data. Project data was
obtained by mail or fax. Faxed responses were generally followed by mailed copies of
the data. Each response was given a project reference number to maintain respondent
confidentiality. Once recorded, each response was traced to its affiliated organization
through an alphabetical code unknown to the respondent. This procedure allowed the
researcher to track the number of responses submitted by each industry organization, thus
eliminating a major portion of respondent bias.

4.2 DATA VERIFICATION

Data was collected by mail, fax, telephone interviews and by 12 face to face
interviews conducted during two site visits. Because of these distinctly different modes
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of collection and the nature of data being pursued, checking the accuracy of data was
critical. Each project response was reviewed upon its receipt. Critical areas for checking
mcluded whether or not the project met the scope of the study in terms of the facility
type, its substantial completion date and its defined delivery ‘system. Several projects
deemed inappropriate were excluded from the analyzed sample. These included single
family homes, two cemetery expansions and projects delivered under an agency
arrangement. More detailed efforts to check cost, schedule and quality data required
follow up phone interviews. Due to certain levels of item non-response,' each
respondent was telephoned to verify project facts and to complete missing information.
On average, four calls to various project team members were placed to thoroughly
complete project data. In every case where the respondent was not the owner, the owner
was contacted directly to collect project quality data. The researcher also obtained a
second check on project cost and schedule data submitted by the original respondent by
asking clients to verify this data. '

Extensive checking of project dates, costs and quality performance ensured the
accuracy and standardization of the collected data. Interacting with survey respondents
offered the researcher the opportunity to discuss lessons learned on the job and
understand reasons why projects may have performed as they did. Conversations with
owners offered a valuable perspective on how the delivery system had performed. This
perspective described more fully the nature and fundamental characteristics of each
project.

4.3 RECORDING DATA

A project tracking database was developed to record specific respondent information
such as owner and project participant names, affiliations and addresses. This confidential
information was used by the researcher to maintain contact with project respondents
during data collection, to analyze the distribution of samples for the non-response study
and to disseminate survey results.

! Jtem non response occurs when a respondent’s answers to some parts of a survey are missing or
inconsistent (Tanur, 1984). For example, when a final project cost is reported less than the sum of final
design and construction costs, an error may be present. Another example occurs when certain quality
questions such as those evaluating process equipment are omitted due the nature of the facility.
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Data from 351 projects were entered into a spreadsheet using a numerical coding

- system for each possible response to each question. Data such as project locations,

project size, performance dates, and cost figures were entered directly as they appeared
on the survey. Each project response was entered three times by different members of
the research team. Each iteration was matched to the previous and to the original survey
to check for errors. An additional check was made of principal metric values by
investigating the outlying or abnormal values. These data points were reconciled where
appropriate. |

Once project data was properly coded for analysis it was exported from the
spreadsheet into a Minitab® statistical software package. Minitab® was chosen because
of its significant power in processing a very large number of variables and its extensive
sorting capability. The spreadsheet software package was used only for data storage and
basic metric calculations. :

4.4 NON-RESPONSE STUDY

Inherent in all survey research efforts is the potential for a lack of participation from
respondents who make up the population investigated by the research. It is evident from
studies related to construction research that efforts made to adjust for non-response are
not performed. Investigating non-response was a principal step used in the verification
of data in this study.

Sampling has provided a sound method for taking a random sample from a
population, determining a statistic about that sample and then describing that statistic as a
parameter for the entire population. However, in cases of low respondent participation, it
becomes difficult to conclude whether or not a statistic is representative of an entire
population. In such cases it is extremely helpful to obtain additional information from
another sample of the population. This allows the researcher to compare the original
sample against the secondary sample to validate the assumptions being made about the
population as a whole. This effort is referred to as a study of non-response.

Studies as large as the US census have suffered from a lack of respondent
participation or non-response (Tanur, 1984). It is common for levels of non-response to
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range from a low of 5 percent to a high of eighty seven percent. Tanur explains that
without significant efforts to curb obvious non-response or to explain it through the use
of proven techniques, a study suffering from a low response rate will become practically
and scientifically useless. Therefore, the researcher performed a non-response study to
explain and adjust for low respondent participation.

4.4.1 . NON-RESPONSE SAMPLING

- A survey is performed by taking a random sample of a population. This sample may
represent only a portion of the population. A portion of that population will respond, say
forty percent. The remaining sixty percent of the population represents the amount of
population who can be classified as non-respondents. The goal of the non-response study
is to obtain a sample from this sixty percent to explain the reasons for their non-response.
The researcher can then test for differences between the newly obtained sample and the
original sample.

The non-response sample is limited to those respondents who did not originally
respond to the survey and is calculated by taking the inverse of sample categories
previously used. For instance if one hundred surveys were received as a result of the first
mailing, and seventy percent of these one hundred responses were obtained from a single
group of respondents, then only thirty percent of the non-response sample surveys should
be mailed to members of this group (Handcock, 1997). This inverse distribution of
sample size ensures proper coverage of respondent type and affiliation while limiting the
amount of duplication or overlap.

4.4.2 NON-RESPONSE SURVEY ADMINISTRATION

Individuals who choose not to respond to an initial survey can be encouraged to
respond through a second sampling. Successful techniques to foster this participation
include callbacks, establishing rapport with respondents or convincing respondents of the
importance of their participation. However, utilizing extreme efforts to obtain data can
negatively affect the validity of the research. For instance, several elusive respondents
may be reached with increased efforts or repetitive questioning and their responses will
certainly improve response rates. However, a respondent who is pressured into
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responding may indeed improve response but at the expense of valid data. An approach
that includes quality data at a high response rate must be developed.

A non-response cover letter accompanied the second survey. The letter explained the
purpose of the second data collection effort and encouraged each respondent to help
advance research in this area by participating. The identical survey used during the
initial data collection phase was used for the second phase. A phone call to each
respondent was placed prior to and shortly after the mailing of non-response surveys.
This informed the respondent that the survey request was coming and verified the receipt
of the survey packet. Survey packets, sent using first class and express mail service,
included a cover letter addressed to the specific respondent, one survey and a postage
paid envelope. The researcher and one member of the original research team contacted
each respondent on several occasions. This process helped clarify respondent questions
and encouraged those less motivated to reply. The non-response data collection effort
was completed in two months and collected data from an additional 50 projects.

4.4.3 EXPLAINING NON-RESPONSE

Substantial data about a random sample of non-respondents will indicate one of two
positions (Tanur, 1984). The first is that the forces preventing some people from
responding are unrelated to the variables of interest, thus indicating that results are
representative of the original sample from which they were drawn. A second position is
that the forces preventing some pedple from responding are directly related to the key
variables the study is trying to measure. This means that the individual’s project/data is
substantially different from the sample. If in fact these forces are related, the results are
biased and the study must report those characteristics causing the bias. An example of

‘bias follows.

An individual, when asked why he/she did not respond to a survey, simply states, “I
did not have time.” In the case of construction project data, it is important to know
whether or not a respondent did not have time due to an increased work load or due to
other reasons which may have affected the variables in qﬁestion, such as a disorganized
workplace or an inability to make decisions in a timely fashion. Therefore, using project
data, the researcher can investigate reasons for non-response and test for differences by
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analyzing the performance metrics of a project submitted by this individual versus that of
an original respondent.

4.5 DATA ANALYSIS

The analysis of project data utilized several statistical methods. Univariate analysis
included the comparison of central tendency measures such means, medians and
deviations. Multivariate analysis used a more detailed process of explaining variation
surrounding certain critical variables. Both methods were important to this study and
were chosen based on the need to evaluate such a large sample of data. Nearly seventy
response and explanatory variables allowed for meaningful comparisons. The following
paragraphs represent methods used to analyze specific project data.

4.5.1 UNIVARIATE COMPARISONS

Understanding data sets and larger samples is a basic principal in statistical analysis
and requires several steps (Voelker, 1993). Descriptive statistics offer ways to measure
the central tendency of a large data set. Measures such as the mean, median, variance
and ranges of several metrics calculated from project data were used as initial
comparisons. However, the common statistical assumption of normally distributed
samples was clearly inappropriate. The initial analysis of central tendency quickly
confirmed that mean, median and mode values were very different, thus indicating the
need for a battery of tests. Therefore, detailed hypothesis testing was required to make
conclusions about the significance of differences between delivery system performance.

Hypothesis testing measured the strength of evidence in the data for or against precise
statements about population characteristics. The first hypothesis testing used two sample
t-tests based on sample means. For example, the tests used to compare delivery systems
in terms of cost growth, indicated the level of significance with which the researcher
could claim one delivery system was performing differently than another. Hypothesis
testing for sample medians was also chosen. Mood's median test was used because it
effectively adjusts for outliers in data, and is particularly appropriate in the preliminary
stages of analysis (Minitab, 1995). Working together, two sample t-tests and Mood’s
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median tests allowed the researcher to test significance between a number of critical
metrics.

4.52 MULTIVARIATE LINEAR REGRESSION MODELING

Exploring univariate comparisons offered direct conclusions about specific categories
such as delivery system, facility type or client type. These comparisons were limited to a
select group of principal variables and thus, were unadjusted for the many other variables
known to affect project performance.

A great number of variables may affect project delivery performance together or on a
project specific basis. Several examples of these predictor variables were described by
the literature and included facility area, facility type, delivery system, owner type or the
commercial terms agreed upon by facility team members. Multivariate linear regression’
was used to quantify the measured differences between the key characteristics of cost and
schedule (Neter, 1996). This process adjusted for the affect of delivery method while
holding all other variables fixed.

The development of several models for each variable of cost and schedule identified
the tendencies and the quantity of variation being explained by the data. Multivariate
regression models were developed for several principal metrics. These models are
explained with varying levels of certainty for direct, multivariate comparisons between
project delivery systems. Variables included in each model were rank ordered. Steps to
build multivariate linear regression models used in this research follow.

-1. Identify the entire set of discrete, continuous and indicator variables described in
the project delivery framework.
2. Develop a ‘best sub-set’ regression model using all possible variables.
3. Choose an initial model from the ‘best sub-set’ using the best combination of
~ high explained variation, and low Mallow’s C-p value. (Neter, 1996, p.341)
4. Investigate variables identified by ‘best sub-set’ algorithms.
5. Calculate multivariate regression model to investigate residual model diagnostics.

2The term regression is used to describe statistical relations between variables (Neter, 1996).

— T B ST Dt I T 1T D LR BN PR



10.

11.

12.

13.
14.

15.

16.

17.

18.

19.

20.
21.

55

. Identify all ‘unusual observations’ and explain their réasons for being unique.

Develop a list of variables which consistently affect those observations with great
or poor performance of the chosen performance metric. (For example, in the
analysis of construction speed, the variables low complexity, facility type, good
communication, quick decisions, repeat process, and aggressive schedules
consistently affect performance.) )

Calculate multivariate regression model with highly unusual or explained outliers
removed.

Evaluate the residual model diagnostics.

Check relationships between each individual variable used within the model and
the residual values generated from the regression.

Develop transformations on those variables whose relationships appear non-
linear.

Calculate the multivariate regression model again, tracking any improvement to
the explained variation as a result of variable transformations.

Evaluate the residual model diagnostics.

Explain the meaning of all new, transformed variables. (For example, log, inverse
log, root, or inverse.)

Develop all potential interaction effects.

Calculate the multivariate regression model again, tracking any improvement to
the explained variation as a result of developing and including interaction
variables. '

Evaluate the residual model diagnostics.

Perform tests of leverage and influence, identifying those observations which
greatly affect the models’ ability to track the data. Explain these observations.
Calculate the multivariate regression model again, tracking any improvement to
the explained variation.

Evaluate the residual model diagnostics.

Continue these activities until reaching the desired level of explained variation,
independent variable significance, and the significance of the chosen variables as
a group. (For example, p-values, t-values, F-statistics, Anova tables, etc.)
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4.6 DATA QUALITY

Several methods were used to reduce potential areas of bias. These methods helped
reduce respondent bias, non-response bias and bias introduced by the research team.

4.6.1 RESPONDENT BIAS

‘Respondent bias represented the level of subj éctivity which entered an individual’s
response. This study collected cost, schedule and quality values which represent valid,
objective data. However, other areas such as team characteristics and lessons learned
required the respondent to rate or list that factor on the project.

‘It was also imperative to eliminate bias surrounding the defined delivery systems
being investigated by the study. The researcher targeted several sources for project data
and- noted those which may have been biased toward certain delivery methods. A coded
tracking system, unknown to the respondent, was utilized on each survey form. This
code allowed the researcher to measure the number of responses being submitted by a
single group or national organization. Results indicated that an unbiased distribution of
projects was obtained from each organization both in the original sampling and in the
non-response effort. '

4.6.2 NON-RESPONSE BIAS

Non-response data represents a sample of projects used to determine whether
collected data is valid and representative of the population from which it was drawn.
The proportion of respondents that were unreachable, out of business or out of the project
scope was tracked during the non-response study. This allowed the researcher to infer,
with greater accuracy, the number of respondents who were likely not appropriate for the
original sampling. For instance, based on the initial data collection effort, results
indicated that just over six percent of the population was inappropriate or out of the
research scope. However, based on the efforts of a much smaller non-response sample,
results indicated that in fact nearly 29 percent of the population might be inappropriate
for inclusion in the study. This finding offers a significant advantage to this study as
well as future studies, by indicating the relative proportion of the population that was
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suitable for participation. In other words, future studies, with similar scope, objectives
and methods, can expect that a value closer to 30 percent, rather than six percent, -
represents the proportion of the sample size which might be inappropriate for
participation. |

Data obtained from the non-respdnse study was tested to ensure that it was
statistically similar to data collected from the original sampling. Significant bias was
eliminated by testing for differences between the two samples. The subsequent
combining of these samples into one large group was contingent upon statistical test
results. ' :

4.6.3 RESEARCH TEAM BIAS

The researcher organized a team of researchers to collect, track and input project
data. Each member, although trained in the construction field, had no preference toward
any delivery system or other project specific data. Training sessions, standardized data
collection activities and the proximity of research team members to this researcher
helped improve consistency and remove research team bias.

Data analysis efforts were conducted by the researcher. Results were presented to
and reviewed with the taskforce and thesis committee members at several stages of their
evolution. This helped to clarify findings, to raise questions best answered by members
of the industry and to diminish the chance of the principal researcher being mislead by
unusual data. - The researcher exhibited no bias toward the delivery systems investigated
in this study primarily due to a lack of extensive experience using each method.

4.7 SUMMARY

Methods to collect objective project data directly from the US construction industry
were reviewed. The application of proven methods was important to ensure adequate
response. Several techniques used to verify, check and analyze collected data were also
described. Techniques such as checking project facts with multiple project respondents
and performing a non-response study, were critical components of this research and
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greatly improved the validity of research results. Finally, the quality of data used in this
research effort was discussed. '
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CHAPTER FIVE
DATA STANDARDIZATION

Chapter Five begins with a discussion of survey response rates and describes the
reasons why industry members chose not to participate in this research. The statistical
testing required to combine non-response and original samples is presented. Data
adjustments such as the classification of facility types, the standardization of data points
and cost indexing are then described.

5.1 RESPONSE RATES

Response rate is the ratio of survey respondents who actively participated in the

. survey to the number of respondents actually reached through the survey. Speciﬁc rates

for the original data collection process and for the non-response collection are described
below.

5.1.1 STUDY RESPONSE RATE

Project delivery system surveys were mailed to 7600 respondents from a variety of
organizations. Of these, 174 surveys did not reach their destination due to incorrect
addresses. A total of 378 survey responses were completed and returned. Thus, a
response rate of 5.1 percent was achieved during the original data collection effort. Fifty
international projects and 27 US projects which were either not completely constructed
or which were out of scope, were inappropriate for analysis. Therefore, data from 301
projects collected in phase one were usable for analysis.

5.1.2 NON-RESPONSE STUDY RESPONSE RATE

- Eighty non-respondents of the original survey were targeted for data collection and
analysis. After responses were obtained from these 80 non-respoﬁdents, twenty three
were inappropriate or out of the scope of this stu&y. A total of 54 survey responses were
obtained during this collection phase, representing a response rate of 94.7 percent. Of
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the 54 projects, two were not substantially complete and two were out of the scope of the
study. Therefore data from 50 projects collected in this phase was usable for analysis.

5.2 REASONS FOR NON-RESPONSE

People cited several situations and reasons why they chose not to participate in this
research. These reasons follow. '

5.2.1 PROJECTS OUTSIDE OF SCOPE

Several companies had projects that did not fall within the scope of this research.
These respondents worked for firms whose core business fell outside the general building -
sector of the US construction market. -

5.2.2. NO FOLLOW-UP POSSIBLE

Several organizations had policies that forbade telephone follow-up once a survey
packet was received. The research team contacted a small number of these respondents
by phone to verify whether people had received the information.

5.2.3 SURVEY FORWARDED TO NEW RESPONDENT

In several cases an individual had received the survey packet, but was unable to
respond either due to time or because specific information was archived in a different
location. In an effort to assist the research effort, the respondent forwarded the survey
packet to another person within their firm. In a few cases, the second contact again
forwarded the information to someone in another division, such as a technology or
building division where more representative projects existed. The research team
followed these trails to obtain project data. This scenario was frequent with CII member
companies who regularly transfer the role of data liaison between different people within
the company.

Another example occurred when corporate presidents forwarded the survey to an
employee within their company or worked jointly with a project manager or
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superintendent in providing data from a specific project. Therefore a company
representative was the replacement for the original respondent.

5.2.4 COMPANY OUT OF BUSINESS'

The researcher discovered instances where firms had gone out of business. These
respondents were classified as non-participants, or were placed in the category of firms
who never received the survey. To verify this possibility, the researcher reported the
status of the company to the lead representative from the national organization from
which respondent information was obtained. The representative then checked with their
national membership department and confirmed the researcher’s finding.

5.2.5 'DATA COLLECTION INSTRUMENT NEVER RECEIVED

The number of respondents targeted in both collection efforts was less than the
original counts of 7600 and 80 for several reasons. These include incorrect respondent
addresses obtained from national organizations and misplaced survey packets within an
organization prior to them reaching the respondent. In several cases the researcher was
unable to contact certain réspondents directly to verify in each case that survey packets
had been received. In another case a respondent had left the company, and the package
was thrown away.

5.2.6 RESPONDENT NOT INTERESTED IN RESEARCH

In some cases the initial individual received the survey packet, however, it became
clear through the phone interview that they were genuinely disinterested or disgusted
with surveys and had absolutely no intention of participating. Few of these situations
occurred, and in each case the respondent either phoned or sent notice by email that they
would not be participating.

5.2.7 RESPONDENT HAD NO TIME

Finally, the most frequent reason for non-response was a lack of time to complete the
survey. This type of respondent was very important to the data collection effort. These
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people, although they understood the importance of the research, simply could not spend
the time to participate. Naturally, a number of people were unable to help the research
effort. However, a greater number of these respondent types were convinced by the

“researcher to take the time to participate. The researcher helped these respondents by

answering questions regarding the requested information or by collecting data directly
during the phone interview. In other cases, the researcher obtained limited information
and several points of contact for other project players who were able to assist the effort
by participating.

In several cases, respondents said that they had many surveys to complete and were
willing to help, but they were trying to run a business at the same time. One example is
from an individual who had five reseérch surveys to complete. This researcher’s request
was the last received and the respondent planned to complete each of them in the order
that they were received. In this case it was inappropriate to cohtinuously phone the
respondent when it became clear that their work load was restricting a timely response. -

53 DATA ADJUSTMENTS

Before the data could be analyzed as a whole, adjustments had to be made. These
were cost indexing and the classification of facilities.

5.3.1 COST INDEXING

Cost data was collected for the design and construction of building projects. To
standardize data across the entire sample, each project was adjusted using historical cost
indices (R.S. Means, 1995). Unit cost, and intensity measures were two metrics affected
by this standardization. Indexing was necessary for the direct comparison of projects
built in different locations during different years.

532 FACILITY CLASSIFICATION TECHNIQUES
Projects were initially drawn from four broad facility classes: private general

buildings, light industrial, technology projects, and parking decks. Initial testing
indicated a large variation between projects within each class. For instance, class one,
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private general buildings, had 140 projects in its class, a median' cost growth of 4.42
perceilt and a standard deviation of 105.99. This large variation within a single facility
class prompted the researcher to develop a formal project classification scheme using
variables such as building systems, construction type, complexity and final cost per
square foot. This process more closely categorized like buildings into six classes. As a
result, projects from class one above, were divided into two separate classes. The first of
the two new classes had 65 projects, a median cost growth of 2.79 percent and a much
lower standard deviation of 10.68. The second of the two new classes had 54 projects in
its class, a median cost growth of 2.57 percent and a standard deviation of 7.06. The =~
remaining 21 projects from the original facility class of 140 projects were moved into
other classes which were more alike. The building classification process is outlined
below.

A master database of all surveyed projects allowed the researcher to easily identify
projects within each broad class whose cost and/or schedule performance were extreme
outliers. These projects indicated the number and distribution of unusual or outlying
projects found within each broad class and thus served as a starting point for the
reclassification of all projects. Data from outlying projects were checked to ensure
proper data input and to verify the accuracy of figures and metrics calculated from the

“original survey. Once outlying projects were reconciled, the researcher examined each
original survey to check the folléwi_ng items as noted by the respondent:

+ relative experience of the project members with similar facilities as well as their
relative experience with the same delivery system,

» degree of project complexity whether high, average or low, cross referenced
against the relative experience of the members above,
For example, a respondent who had extensive experience with a particular facility
type may have rated the complexity of such a job as low, whereas a respondent

! For all 351 projects the mean cost growth was 5.92 % and the median cost growth was 3.08%. This
difference is small. However, for smaller data sets, such as sorts investigating delivery type, the average or
mean value can misrepresent the data. For instance, if just four or five of the 155 design-build jobs are
above 40% cost growth and the others are all below or near zero, the average will misrepresent the sample.

A median value 1s the mid point of a ranked data set and prevents the abnormal distribution of a data set that
can occur when a few projects have a high or low cost growth. Therefore, median values are used ‘
throughout this research.
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with limited or no experience with this Jacility type would tend to rate complexity
as high. :
- » degree of legal constraints whether many, few or none,

*  project data for each of the project's building systems to clarify the complexity of
building structure and enclosure, amount and detail of interior architectural
finishes, extent of electrical and mechanical loads, and site conditions,

For example, a low complexity project might be a pre-engineered metal building
with minimal interior finishes and some office spaces that require basic
environmental and electrical equipment and controls. Intensive computer use and
complex mechanical loads might indicate a more complex project for both design
and construction.

« lessons learned, which identified whether any unique features or management
decisions impacted the project's cost, schedule or quality outcome, and

« the actual unit cost of the project calculated from the data, cross referenced
against the other projects reported within the same facility class.

5.3.3 FACILITY CLASSES

As aresult of this process, six facility classes of similar projects based on their
building systems were developed. Each class is described below.

Facility type one, light industrial, includes warehouses and storage facilities, light
manufactﬁring and postal facilities and basic civil structures. Warehouses and storage
facilities generally had a simple building structure and envelope with minimal electrical
and mechanical loads. Light manufacturing plants also had simple building structures
and envelopes but may include associated office spaces and control rooms requiring
process equipment with minimal environmental control. Postal facilities were typically
large facilities with enclosed processing areas and heavy electrical and mechanical
controls. Civil facilities such as mass transit stations, parking decks or pedestrian
mezzanines had large open air spaces, minimal lighting requirements and few mechanical
loads.
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Facility type two, multi-story dwelling, included residential complexes characterized
by low-rise and multi-story dwellings such as hotels with repetitive units. Type two also
includes on-base military housing such as bachelor’s enlisted quarters and dormitories.

Facility type three, simple office, included schools and recreational facilities
characterized by large, multi-purpose and mixed use spaces for congregating, dining and
exercising. Family three also includes office buildings requiring basic, general lighting,
light computer use and flexible interior layouts such as open office environments and
training rooms.

Facility type four, complex office, included offices and buildings with monumental
finishes. Complex offices generally exhibit intensive computer and environmental loads
such as corporate offices, data centers and clinical medical offices. Buildings with
monumental finishes such as embassies, courtrooms, libraries and archive facilities,
typically display elaborate architectural finishes and stipulate strict security requirements.

Facility type five, heavy industrial, included large facilities with enclosed processing
or refrigeration areas and intense electrical and mechanical controls like those required in
food processing plants. Heavy manufacturing facilities usually had significant process
equipment loads and required strict environmental compliance.

Facility type six, high technology, included micro-electronic and pharmaceutical
clean room facilities, hospitals and research and development environments such as
surgical clean rooms and support offices requiring strict environmental control. Also
included in class six were petro-chemical facilities which generally included extensive |
process piping, heavy mechanical loads to support equipment and large open spaces to
accommodate vessels and tanks. |

5.4 COMBINING SAMPLES

The ability to combine data ﬁom samples collected at different times was contingent
upon characteristics of each sample. Therefore, both the original sample of 301 projects
and the non-response sample of 50 projects were analyzed and tested. The purpose of
this exercise was to verify whether project data received from survey non—respondenté
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was significantly different, in térms of key performance metrics, than the original
sample. This was accomplished by performing two sample t-tests and Mood’s median
tests for sample means and medians at a confidence level of 95%.

Table 5.1, Two sample t-test results of original and non-response sample means and
Table 5.2, Mood’s median test results of original and non-response sample medians
illustrate that the samples are similar.

Two sample t-tests Sample Size Critical Test P Equal
' T-Value | Statistic | Value
Metric Original | Non- '
response

Unit Cost | 301 50 1676 | 029 | 039 | Yes
Cost Growth 301 50 1.676 -0.47 032 | Yes
Schedule Growth | 301 50 | 1.676 045 | 033 | Yes
Construction Speed 296 50 1.676 -1.36 0.09 | Yes
Delivery Speed 301 50 1.676 .03 038 | Yes
Intensity | 301 50 1.676 -0.08 047 | Yes

&
Table 5.1: Two sample t-test results of original and non-response sample means.

-Table 5.1 indicates that in no case were the mean values of either sample -sigm'ﬁcantly
less than or greater than the other. The critical T-value was obtained from statistical
tables and was based on the size of the samples being compared, the standard deviation
of each sample, the mean of each sample and a 95% level of confidence for which tests
were being conducted. This table value was compared to the test statistic calculated from
the samples. Significance was indicated when the value of the test statistic was greater
than the tabled value. Thus, Table 5.1 shows that there was not enough evidence to
support the hypothesis that one sample mean was less than or greater than the other,
therefore, the alternative hypothesis of equal sample means was supported.

Table 5.2 indicated a similar result by testing the sample medians. This test used a
critical Chi-squared value of 5.99 which represented a level of confidence of 95%.
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Sample medians for each metric were tested and individual Chi-squared values were
calculated. Significance was indicated when calculated Chi-squared values were greater
than the critical value of 5.99. Thus, Table 5.2 shows that there was not enough evidence
to support the hypothesis that one sample median was different from the other, therefore, -
the alternative hypothesis of equal medians was supported.

o Test Values
Original Non- :
Mood's Median Tests response
Median Median | Chi-Square P Significant
difference?
Unit Cost 102 107.5 0.4 0.527 No
Cost Growth 33 0.74 1.44 0.23 No
Schedule Growth 0 0 0.08 0.776 No
Construction Speed 7874 6776 035 | 0.556 No
Delivery Speed 4754 4435 0.35 0.556 No
Intensity 4.43 6.05 2.4 0.121 No

Table 5.2: Mood’s median test results of original and non-response sample medians.

Each of the seven measures of quality were also analyzed using two sample t-tests in
the same manner. Tests for sample means were most appropriate for quality because
scores were reported on a fixed scale from zero to 10, thus eliminating the chance of
highly unusual or outlying scores misrepresenting the central tendency of the samples.
Results for quality metrics indicated no significant difference between samples.
Therefore, samples were combined for further analysis. This analysis indicated that the
sample of projects collected were representative of the industry population from which
they were drawn, thus allowing the researcher to describe industry performance using the
results obtained from the analysis of 351 projects.

5.5 SUMMARY

Data from 351 projects were used in the analysis of this research. Although just five
percent of the population was surveyed, the significance in the size of the sample of
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proj eéts obtained and the success of the non-response survey added validity to the
forthcoming results. Chapter Five also made several data adjustments such as the
classification of facility types and project cost indexing. v -
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CHAPTER SIX
RESULTS

This chapter presents the results of the detailed statistical analysis of project data in
three parts. First, the data sets defining sample distributions by facility type, delivery
system, owner type, project size and project cost are presented. Second, univariate
results are reported. These describe basic relationships between delivery systems, facility
;cypes and client types unadjusted for the many other variables that surround proj ect
performance. Third, a multivariate analysis discusses results in more detail by offering
conclusions and direct comparisons between delivery systems after adjusting for all
variables measured in this research. Regression results indicate the levels of uncertainty
which surround the conclusions presented about each performance metric. Finally, those
* variables that accounted for the greatest proportion of variation are rank ordered.

6.1 DATA SETS

Of the 351 prbj ects surveyed, 23% were delivered using construction management at
risk, 33% used design-bid-build and 44% were design-build. The sample was unbiased
toward any of the three project delivery systems.

Six facility types were classified as light industrial, mult-story dwelling, simple
office, complex office, heavy industrial and high technology. The distribution of
projects by individual facility type ranged from a high of 25% in light industrial, to a low
of 5% in heavy industrial. Figure 6.1 represents the proportion of the entire sample in
each facility type. Although the heavy industrial group was least represented with 17
projects, the large size of the entire sample and various statistical tests which accounted

for individual sample size allowed the researcher to make meaningful conclusions about
this facility type.
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Figure 6.1: Distribution by facility type.

Projects were drawn from two client types, public and private. -Public owners
included local, state and federal agencies and the department of defense. Public projects
such as schools, courthouses, prisons, military base commissaries and dormitories, and
hospitals were included. Fifty seven percent of the 351 projects surveyed were privately
owned and 43% were owned publicly. |

Projects ranged in size from 5000 square feet to over two million square feet. Figure
6.2 charts seven intervals of project size. Each interval represents 100,000 square feet |
except the first and last interval. Just over a quarter of the projects were less than 50,000
square feet in size and one third of all projects fell in the range of 50,000 to 150,000
square feet. Several large projects were also included in this sample. Of the 24 projects
larger than 550,000 square feet, 9 were greater than one million square feet.
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Figure 6.2: Distribution of project size in squaré feet.

Figure 6.3 shows that over a quarter of all projects had unit costs between 60 and 100
dollars per square feet. Nineteen percent of projects were seen in the intervals on either
side of this largest group. In addition, 19% of all projects had unit costs greater than 180 -
dollars per square foot. Itis interesting to note that high technology projects had median
and mean unit costs of 189 and 295 dollars per square foot respectively. When
comparing this information to that illustrated inF igure 6.1, one can see that technology
projects (17% of the entire sample) accounted for the majority of the very large
categories of project unit cost. In a similar fashion, light industrial facilities typically had
relatively low unit cost values, less than 60 dollars per square foot by median. Therefore,
it is likely that the 21% of projects shown in Figure 6.3 that are less than 60 dollars per
square foot, are represented within the light industrial facility class which makes up 28%
of the entire project sample.
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Figure 6.3: Distribution of project unit cost in dollars per square feet.

Projects were submitted from a variety of industry sources. Companies that belong to
organizations such as the CII, DBIA, AGC, PACE and several Penn State alumni all
provided project data. Of the 351 projects submitted, 32% were received from private
and public owners, 28% from design-build entities, 8% from architects and designers and
32% were submitted by general contracting or construction management firms. This
relatively equal distribution, aside from the low submission by the architect group,
indicated that a several company types were represented in this study.

6.2  UNIVARIATE RESULTS
This section describes results for one key performance indicator at a time. Appendix

B presents summary data, sorted by delivery system, for all 351 projects. This section
describes the salient features of the data.
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Each sample mean and median was tested for comparison at a 95% confidence level,
(p=0.05). Therefore, no significance is reported unless test values for both sample means
and medians achieve this level of confidence (a p-value less than 0.05). From this point,
p-values are reported for each relationship by a (0.05, 0.05) designation. The first p-

~ value represents the sample mean test, the second represents the sample median test.

6.2.1 UNIVARIATE COST RESULTS

Figure 6.4 illustrates the difference between delivery system using median unit costs.
Design-build (0.055, 0.002) projects had a median unit cost nearly a third less than
design-bid-build projects. This comparison was extremely close to being significant.
Design-build (0.18, 0.002) was not significantly less than construction management at
risk unit cost. The maximum standard error for all unit costs was plus or minus 18.3
dollars per square foot. This represénts one half of the range for the largest 95%
confidence interval calculated for any of the delivery systems for unit cost.

CM@R
DB

DBB 120

0 20 40 60 80 100 120
Median Unit Cost ($ /Sqft.)

Figure 6.4: Median unit cost by delivery system.

Figure 6.5 indicates a similar situation for project cost growth. Here design-build
projects, had less cost growth than either construction management at risk or design-bid-
build. However, results indicated that both construction management at risk (0.029,
0.008) and design-build (0.007, 0.008) significantly outperformed design-bid-build in
terms of sample cost growth. The maximum standard error for cost growth was plus or

minus 2.2%.
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Figure 6.5: Median cost growth by delivery system.

The distribution or range of cost growth performance by system is explored in Figure
6.6. The center horizontal line in each boxplot represents the median values for cost
growth. Fifty percent of each sample falls within the bounds of each respective box.
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Figure 6.6:  Cost growth distribution by delivery system.

The bottom and top of the each box indicates the upper and lower quartiles of each
sample. This reports that 25% of all design-bid-build and construction management at
risk projects experience cost growth over 10%. Conversely, 25% of design-build and
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construction management at risk projects fall at or below zero cost growth, indicating
that the likelihood for cost growth using these systems is slightly less than that using
design-bid-build. | |

Figure 6.7 investigates the percentage of projects whose final costs exceeded the
contract price by more than five percent, those that fell within plus or minus five percent
of contract price and those that under ran contract price by more than five percent.
Completion on contract amount in_dicates whether one delivery system consistently
provided clients with greater cost certainty. Across the whole sample of projects, design-
build projects were more likely to be completed within five percent of the contracted
price than projects using either construction management at risk or design-bid-build.
Design-build proj ects were also less likely to experience overruns exceeding the contract
cost by more than five percent.

Over ran by more than
5%

1 | BCMR
Within 5% ofconmtct ET=F————————————————— EmDB

pree ®DEB

Under ran by more than
5%

0 10 C 20 30 40 50 60

Percent of Sample (%)

Figure 6.7: Certainty of completion on contract price.
6.2.2 UNIVARIATE SCHEDULE RESULTS

Figure 6.8 illustrates delivery system schedule performance in terms of percentage
growth. Both design-build (0.03, 0.0) and construction management at risk (0.008, 0.0)
significantly outperformed design-bid-build in terms of schedule growth. The maximum
standard error for schedule growth was plus or minus 1.7%.

o e Tt TS o | (| Gty | SPoRoal




CM@R |0

DB

DEB 4.44

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Median Schedule Growth (%)

Figure 6.8: Median schedule growth by delivery system.

Figure 6.9 shows representative boxplots for schedule growth by delivery system.
The distribution of each sample shows, in greater detail, the consistent schedule
performance of construction management at risk and design-build. Fifty percent of all
construction management at risk and design-build projects fell below zero percent
schedule growth. This represents an area of sighiﬁcant difference over the performance
of design-bid-build, where 50% of the projects were more than four percent late in
completion. ' S ’
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Figure 6.9: Schedule growth distribution by delivery systefn.
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Figure 6.9 also illustrates that two of the three samples were highly skewed, or like
other sorts of the same data set, depart from symmetry. Therefore, significance testing of
sample means and medians assisted in making conclusions about the differences between
system performance.

Figure 6.10 displays the percentage of projects whose final schedule duration
exceeded the planned schedule by more than five percent, those that fell within 5% of the
planned schedule duration and those that under ran the planned duration by more than
five percent. In contrast to the cost growth results, construction management at risk had
more certainty of completion on time whereas nearly half of all design-bid-build jobs
were more than 5% late. Less than ten percent of all design-bid-build projects
experienced significant schedule savings. Design-build projects did tend to perform
more consistently than other delivery systems. Almost half of all design-build projects

finished on time and 19% of them finished earlier than scheduled durations.

Over ran by more than
5%
BCMR
‘Within 5% of planned EDE
schedule duration
EDBB

Under ran by more than ===
5%

0 10 20 30 40 50 60

Percent of Sample (%)

Figure 6.10: Certainty of completion on time.

Figures 6.11 and 6.12 report results for construction speed and delivery speed
respectively. Construction speed was defined as the facility gross square footage divided
by the as built construction time. Considering construction speed alone, design-build
(0.007, 0.044) was significantly faster than design-bid-build. Design-build (0.09, 0.044)
was also very close to significantly outperforming construction management at risk as
well, but the margin between these systems was much less. Construction management at
risk (0.054, 0.044) was also close to significantly outperforming design—bid—build. The
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maximum standard error for construction speed was plus or minus 2,372 square feet per
month.

CM@R

DB 9,091

DBB 5,135
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Median Construction Speed (Sq.ft./Mo.)

Figure 6.1 1: Median construction speed by delivery system.

Delivery speed was defined as the facility gross square footage divided by the design
and construction as built time. Using the delivery speed metric, margins between
systems became much greater. In fact, design-build (0.03, 0.002) had significantly
greater delivery speeds than construction management at risk and design-bid-build (0.00,
0.002). In addition, construction management at risk (0.039, 0.002) significantly
outperformed design-bid-build. It was expected that the lack of an additional bidding
cycle and the overlapping of design and construction, generally required for the
procurement of construction contractors, increased delivery épeed values of design-build
projects. The maximum standard error for delivery speed was plus or minus 2,050
square feet per month.
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Figure 6.12: Median delivery speed by delivery system.
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Figure 6.13 shows project intensity. Intensity measured the unit cost of design and
construction work put in place in a facility per unit time. Intensity accounts for the
higher level of activities required for certain complex facilities than in simpler facilities
with the same building area (Riley, 1994).

CM@R
DB 5.79

DBB

Median Intensity (($/Sq.ft.) / Mo.)

Figure 6.13: Median intensity by delivery system.

No system significantly outperformed the others. The maximum standard error for
intensity was plus or minus 1.2 (($/Sq.ft.)/Mo.).

6.2.3 UNIVARIATE QUALITY RESULTS

Quality performance was measured in seven specific areas. Mean scores are reported
because they better represent the central tendency of a discrete variable whose scale is
fixed. Therefore, only sample mean tests (p-values) are reported. A score of 10 on the
horizontal axis indicates the highest level of achieved quality. Quality was recorded
separately for the turnover process and for the performance of specific systems. This

was done to eliminate any owner bias present from a highly difficult turnover process. A -

poor turnover process may lead to a poor quality perception for the facility and bias the
scoring of individual system quality. The maximum standard error for all quality metrics
was plus or minus 0.19.

Figure 6.14 indicates mean scores for the quality of the turnover process by delivery
system. In the turnover process, a score of 10 represents low difficulty of facility startup,
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a low number of call backs or low operation and maintenance costs for the facility. A
score of five represents there was medium difficulty and a score of zero reveals high
difficulty, the worst possible outcome. Design-build (0.0003) and construction
management at risk (0.003) significantly outperformed design-bid-build in start-up
quality. ‘Design-build (0.01) and construction management at risk (0.007) significantly
outperformed design-bid-build in terms of callbacks. Design-build significantly
outperformed both design-bid-build (0.024) and construction management at risk (0.017)
in terms of operation and maintenance quality.

ECM@R
mDB
ODBB

Call Backs [

Operation & Maintenance

Mean Turnover Scores

Figure 6.14: Turnover process quality.

Figure 6.15 presents system performance quality. A high score of 10, indicates that
the listed system had exceeded the quality expectations of the client. A score of five
shows that the owner’s expectations were being met whereas a system scoring zero was
not meeting the expectations of the client. In Figure 6.15 it is interesting to note that
design-bid-build projects, on average, barely met owner expectations in terms of system
performance. Design-build (0.008) significantly outperformed design-bid-build in terms
of the envelope, roof, structure and foundation (ERSF) systems but did not outperform
construction management at risk. Construction management at risk (0.09) was almost
significant when compared to design-bid-build in this category. Design-build (0.0008)
and construction management at risk (0.002) both significantly outperformed design-bid-
build in the interior space and layout quality category. None of the three systems
experienced superior environmental system performance. However, construction
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management at risk (0.079) was almost significant when compared to design-bid-build.
Where process equipment and layout was described, design-build (0.04) significantly
outperformed design-bid-build where construction management at risk (0.08) was barely
insignificant over design-bid-build. : :

. , -
Envelope, Roof, Structure, {_
- Foundations

Interior Space & Layout JJ.

OCM@R
EWDB
mDBB

Environment N

Process Equipment &
) Layout

(] 1 2 3 4 5 6 7 8 9 10

Mean System Performance Score

Figure 6.15: System performance quality.

It is clear from these results that design-build projects achieved equal if not better
quality results than other projects studied. In particular, design-build offered -
significantly better quality results than design-bid-build in all categories except that of
interior space and layout. Design-build significantly outperformed construction
management at risk in only one area, operation and maintenance cost.

In this thesis, quality results are offered on a univariate basis only. Quality is the
least objective of all the performance metrics that were calculated. This is because the
quality questions were asked of clients after project completion, where any number of
factors could have affected the perception of quality performance. Significant quality
differences did exist however, and quality results have the same degree of statistical
confidence (95%) as do other principal metrics. Each classification of facility type,
owner type and delivery system alone explore quality on a univariate basis.
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6.3 UNIVARIATE RESULTS BY FACILITY TYPE

Comparisons of delivery systems for each metric were made in the previous section
regardless of facility type. However, each fééility type represents an important subset of
the entire sample of 351 projects.. Figure 6.16 illustrates the result of testing for
significance within each facility class by delivery system. Tabulated data, sorted by
facility type and by delivery system for all projects can be found in Appendix B.

Cells with solid circles indicate significant differences between systems. Certain
comparisons, such as in the case of unit cost of light industrial facilities, show that
projects using design-build and construction management at risk significantly
outperformed those using design-bid-build. However, the same cannot be said for the
difference between design-build and construction management at risk. Of the 17 areas
where significant differences were found, in no case did design-bid-build outperform
either of the other two delivery systems. In general, design-build projects resulted in the
best project performance in facilities with the highest degree of complexity such as
complex office buildings, high technology facilities and light industrial facilities. In
general, construction management at risk delivery system resulted in project performance
superior to that of design-bid-build when used on facility types such as simple office
buildings and light industrial projects. '

Quality is illustrated using the summary metrics of turnover quality, system quality
and equipment quality. Aggregate scores were calculated by summing the scores of
individual metrics within each group as defined in Chapter Three. Equipment quality
was unique to only certain facility types such as light industrial and high technology
projects and would therefore be misrepresented by grouping it with other common

measures.
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6.4 UNIVARIATE RESULTS BY OWNER TYPE

Figure 6.17 illustrates delivery system performance adjusted for owner type, whether
publicly owned or private. Design-build projects in the private sector performed
significantly better than design-bid-build in six out of the nine performance categories.
Again, in no instance did design-bid-build project delivery outperform either
construction management at risk or design-build delivery systems in public or private
sectors. Performance within the public sector was similar. Design-build delivery again
outperformed design-bid-build delivery in all measures of schedule performance,
turnover quality and system-quality. Construction management at risk produced
significantly better results for schedule growth and turnover quality than did design-bid-
build. The differences between design-build and construction management at risk were
slight in the public sector whereas design-build outperformed construction management
at risk in measures of schedule growth, delivery speed and lower unit costs in the private
sector. '

6.5 SUMMARY OF UNIVARIATE RESULTS

Over 300 interviews were conducted with clients and project team members who
submitted project data. Interviews identified underlying causes of differences in project

- performance. Because of these interviews, the broad distribution of project respondent

origin, and a large sample size, the researcher places a significant degree of confidence in
the validity of project data and subsequent research results. This section has shown

results and identified where significant differences exist between delivery systems.
Univariate results were unadjusted for the variety of other variables that might affect
project performance.

The univariate analysis was performed first to describe the impact that the
information categories, outlined in the project delivery framework, had on facility
delivery performance. Owner type and facility type were tested. These tests indicated
strongly the presence of explanatory variables other than project delivery system. Thus
direct, multivariate comparisons between project delivery systems were explored. These
are presented and discussed in the following sections.
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6.6 PRIMARY MULTIVARIATE RESULTS

Multivariate analysis was performéd to investigate whether significant differences
discussed in-previous sections were valid when other explanatory variables were
considered. This analysis identified several areas where the presence of other variables,
besides those of facility and owner type, significantly affected project performance.
Therefore, the multivariate approach offered a more complete explanation of project
delivery variations. In addition it allowed the researcher to investigate other areas of the
project delivery framework presented in Chapter Three. |

The following sections discuss conclusively the measured differences between
construction management at risk, design-build and design-bid-build when adjusted for all
variables measured. Regression models for unit cost, construction speed and delivery
speed are presented as primary results. These three models explained the highest level of
variation about unit cost and speed. Therefore a high level of certainty is placed in these
conclusions. Bach model first presents summary statistical results before it identifies the
level of explained variation and number of projects used to build the model. Finally,
variables that accounted for the greatest proportion of explained variation were rank
ordered.

6.6.1 UNIT COST

Multivariate regression analysis was used to develop a model to explain the
variability of unit cost among all projects. Cost per square foot was defined as the final
design and construction cost, divided by building gross square footage. Unit cost was
also adjusted for time and location using historical cost indices. ‘Using regression, the
effects of each delivery system on unit cost were separated from the effects of other
explanatory variables. This process allowed the researcher to investigate a number of
variables in a single model.

When all other variables were held constant, the effects of delivery system indicated
the unit cost of design-build projects to be at least 6.1% less than design-bid-build and
4.5% less than construction management at risk projects. In addition, the unit cost of
projects using construction management at risk was 1.6% less than design-bid-build.
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Complete regression analysis for the unit cost model, the m‘b&el supporting residual
diagnostics and a discussion of spec1ﬁc procedures used to bulld this model can be found -
in Appendlx C

'Using data from 316 projects, the model identified key explanatory variables that
together explained 99% of the variation in unit cost. The number of projects used to
build the model was slightly less than the total sample size because only projects where
all the required data was available from the survey were included. For example, a full
service, design-build firm would not rate the experience of the contractor, instead they
would rate the experience of the design-builder. Therefore, if the experience of the
* contractor was a critical variable in the model, then this data would be unavailable in
certain cases. In addition, the performance or characteristics of certain jobs when
included in the model were causing high levels of actual inﬂ_uence in the model. This
was examined more completely using Cook’s influence (Neter, 1996). As a result, four
specific jobs were removed from the model. These jobs were extreme outliers, and
forced the model to inaccurately adjust for their presence. Two jobs were from the light
industrial class, one was a heavy industrial facility and another was a multi-story
dwelling. Each job had unusually high unit cost values. In particular, the fourth project
'~ was a large public prison renovation with a poorly defined scope.

The model for unit cost explained 99% of the variation and used a very large number
of projects, thus, it provided a great deal of statistical confidence. The four variables
which accounted for the greatest proportion of Vanatlon, in order of importance, were:

1. Contract unit cost,
2. Facility type,

3. Project size, and
4. Delivery system.

Perhaps the most telling variable was the contract unit cost calculated at the time of
contract award. This value was calculated using contract design and construction cost
divided by gross square footage. Knowing this value prior to the start of the project
greatly increased the performance of the model. In fact it explained the largest
propomon of the variation in this model. The direct relationship of this variable to actual
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unit cost was not linear. - A log transformation between both variables was used. The
relationship indicated that contract unit cost was positively related to the final unit cost.
For instance, as the contract unit cost increased, final unit cost also increased, but in a log
fashion.

A review of the other variables indicated their presence in the model to be logical.
For example, light industrial projects, on average, were lower in unit cost than high
complexity projects. Therefore the facility type acting alone or in combination with other
explanatory variables affected the outcome of unit cost. For instance, each facility type
had a negative relationship to unit cost when compared to the high technology facility
class. In other words, in the presence of certain facility classes besides high technology,
unit cost decreased. One exception was noticed in the heavy industrial class. This class
increased unit cost. Project size contributed significantly to the explanation of unit cost.
However, the direct relationship between unit cost and project size in this model was not
linear. These variables were better related by using a log transformation that allowed the
model to better fit project data. It was quite clear that unit cost increased dramatically in
a log fashion with decreased values of project size. Regression analysis, through the use
of transformations, allowed the model to accommodate relationships of this nature.
Furthermore, project size was interacting with certain facilify types. One interacting
variable between facility type six and project size was included in this model. This
variable indicated that the effect of facility type six depends largely on the size of the
project. Finally, the model also demonstrated that the choice of delivery system was an
important explanatory variable for cost. ‘ \

Regression also tracked the impact that projects from different samples had on model
performance. Whether or not a project was submitted from the industry during the
original sampling or as part of the non-response study had no significant bearing on the
model for unit cost.

6.62 CONSTRUCTION SPEED
Multivariate regression analysis was also used to develop a model that explained the

variability of construction speed among all projects. Construction speed was defined as
the building gross square footage divided by the as built construction duration. Using
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regression, the effects of each delivery system on construction speed were separated from
the effects of other explanatory variables. This process allowed the researcher to
investigate a number of variables in a single model.

When all other variables were held constant, the effects of delivery system indicated
that design-build was at least 12% faster than design-bid-build and 7% faster than
construction management at risk in terms of construction speed. In addition, construction
management at risk was at least 5.8% faster than design-bid-build. Complete regression
analysis data for the construction speed model, the model, supporting residual diagnostics
and a discussion of specific procedures used to build this model can be found in
Appendix C. |

Using data from 344 projects, the model identified six key explanatory variables that
together explained 89% of the variation in construction speed. As was the case in the
unit cost model, the performance and characteristics of certain jobs were causing high
levels of actual influence in the model. This was again examined more completely using
Cook’s influence. As a result, two specific jobs were removed from the model. One was
a complex office renovation project with many legal constraints, the other a high
technology renovation project where 50% of the design was complete prior to the
construction manager joining the team. These jobs were extreme outliers, and forced the
model to inaccurately adjust for their presence.

The model for construction speed explains a high level of variation (89%) and uses a
very large number of projects (344), thus, it provides a great deal of statistical
confidence. The six variables that accounted for the greatest proportion of variation, in |
order of importance, were: ‘

1. Project size,

2. Contract unit cost, '

3. Delivery system,

4. Percent design complete before construction entity joined the project team,
5. Project team communication, and

6. Project complexity.
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Construction speeds were significantly faster on projects with larger areas.
Construction speed and project sizeswere highly correlated; evident from a correlation
coefficient of 0.74. Perhaps equally important as the strength of correlation is that the
relationship is positive. Again, within the construction speed model, the relatidnship'
between construction speed and area was best represented linearly through a log

transformation.

Construction speed held a negative relationship with contract unit cost. Although the
strength of correlation was lower than with project size, -0.24, the direction is important.
Here, construction speed decreasés with increasing values of unit cost. Likewise,
construction speed decreased with higher levels of project complexity, although only
slightly.

The model also demonstrated that the choice of delivery system was an important
explanatory variable for construction speed. Here, speed levels increase when
construction management at risk or design-build was used. There was an interacting
effect between design-bid-build and the size of the facility. This interaction indicated
that design-bid-build construction speeds decreased slightly with increasing project sizes.

Design advancement represents the percent of design complete when the construction
entity joined the project team. A negative relationship existed between design
advancement and construction speeds. Higher levels of construction speed were
experienced the earlier the construction entity joined the project team. In addition, team
communication had a positive relationship with construction speed. The presence of
excellent communication amongst team members on a project had a significant impact on
the level of construction speed achieved across all projects.

Project complexity negatively impacted construction speed performance. Facility
types such as complex office and high technology buildings, when present, had lower -
levels of construction speed than did other facility types.

As in the unit cost model, contract unit cost accounted for a large portion of the
variation in the construction speed model. Contract unit cost was calculated by dividing
the contract amount by the gross square footage of the facility prior to the project start.
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Whether or not a project was submitted from the industry during the original sampling or
as part of the non-response study had no significant bearing on the model for
construction speed. :

6.6.3 DELIVERY SPEED

Multivariate regression analysis was also used to develop a model to explain the
variability of delivery speed among all projects. Delivery speed was defined as the
building gross square footage divided by the design and construction as built time. Using
regression, the effects of each delivery system on delivery speed were separated from the
effects of other explanatory variables. This process allowed the researcher to investigate
a number of variables in a single model.

When all other variables were held constant, the effects of delivery system indicated
design-build to be at least 33.5% faster than design-bid-build and 23.5% faster than
construction management at risk in terms of delivery speed. In addition, construction
management at risk was at least 13.3% faster than design-bid-build. Complete regression
analysis data for the delivery speed model, the model, supporting residual diagnostics
and a discussion of specific procedures used to build this model can be found in
Appendix C.

Using data from 328 projects, the model identified ten key explanatory variables
which together explained 88% of the variation in delivery speed. The number of projects
used to build the model was slightly less than that in the construction speed model,
primarily due to the increased number of indicator variables considered important to this
model. As was the case in other models, the performance and characteristics of certain
jobs when included in the model caused high levels of actual influence in the model.
This was again examined more completely using Cook’s influence. As a result, only one
specific job was removed from the model. This project was a 3000 square foot, publicly
owned simple office building with a project duration of over four years. Characteristic
of some public jobs where funds are appropriated separately for design and construction
services, this project design was completed two and a half years before construction bids
were solicited. This was a direct cause of poor delivery speed perfoﬁnance.
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The model for delivery speed explains a high level of variation (88%) and uses a
large number of projects (328), thus, it provides a great deal of statistical confidence.
The five variables which accounted for the -greatést proportion of variation, in order of
importance, were: '

1. Project size,

2. Contract unit cost,

3. Percent design complete before construction entity joined the project team,
4. Facility type, and

5. Project team communication.

It is important to recognize the project delivery, although still significant, has become
less important. It is now within a list of explanatory variables found to have a lesser
impact on delivery speed performance. These include: -

1. Excellent subcontractor experience with the facility,
2. Project complexity

3. Delivery system, ,

4. Level of new construction, and

5. Presence of onerous clauses in contracts.

A review of each of these variables indicates their presence in the model to be
logical. Similar relationships were found between the top five variables as were
discussed for construction speed. An exception is made for contract unit costs. As unit
costs and project complexity increased, delivery speed decreased. This is logical
considering the coordination required between design and construction teams on either
highly complex or high unit cost projects. Delivéry system and project complexity hada
lesser effect on variation in total delivery speed. Although they remain significant '
indicators, both drop from the top five explanatory variables. Relationships using log
transformations for speed, unit costs and project size were required to build the
multivariate linear model. ' A

Delivery speeds were significantly higher on design-build projects, where the need to
bid construction work separately from design services is eliminated. In addition to
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delivery speed, the level of new construction was also important in this model. Projects
with a proportion of new construction greater than 95% achieved significantly higher
delivery speeds than renovation (less than 20%) projects. However, because of the large
number and variety of projects that had greater than 95% new construction, delivery
speeds varied substantially. This fact was reflected by the very small, negative
coefficient calculated within the regression model. Therefore, it was useful to know if a
project was new or renovated, but the change in delivery speed performance was
minimal. | -

- Facility type was again critical in explaining delivery speed variation. However, only
particular facility types were considered significant. Light industrial and heavy industrial
facilities were both positively related to delivery speed. The model clearly indicated that
these facility types produce greater levels of delivery speed. This fact was substantiated
by the univariate analysis for delivery speed by facility type. Light and heavy industrial
facAility,types both had significantly higher levels of delivery speed than did other facility
classes.

Also, team experience surfaced as an important explanatory factor for delivery speed.
Of particular importance, excellent facility experience by subcontractors positively
affected delivery speed performance. Opposite from good team experience, the presence
of onerous clauses with contracts caused delivery speeds to suffer. In other words, when
onerous contract clauses were numerous, delivery speed decreased.

Whether or not a project was submitted from the industry during the original
sampling or as part of the non-response study had no significant bearing on the model for
delivery speed.

6.7 SECONDARY MULTIVARIATE RESULTS

The following sections discuss the measured differences between construction
management at risk, design-build and design-bid-build adjusted for all collected
variables. Regression models for cost growth and schedule growth are presented here as
secondary results because the variables explain a very low percent of the model’s
variation. Models for cost and schedule growth achieve explained variation in the low

L P T TODY B SIS U ST S it 11 | SRS auuhiaii s F St St B S




94

twenty percent levels. This is due in large part to the nature of these metrics where a

_ result of zero or negative percent growth for both cost and schedule is most desirable.

This is a good reason why these model types have never been reported in the industry.

Each model is presented first with summary results, the level of explained variation
and the number of projects used to build the model. Finally, variables that accounted for

- the greatest proportion of explained variation are rank ordered for each metric. Because

of its hybrid development from cost and schedule measures like unit cost and speed, a
detailed model for intensity was not developed. However, a simple analysis was
performed to explore this model, and as expected, variables explaining its variation were
nearly identical to those included within unit cost and speed models.

6.7.1 COST GROWTH

Multivariate regression analysis was used to develop a model to explain the
variability of cost growth among all projects. Cost growth was defined as the percentage
difference between contract and final cost of both design and construction costs. Using
regression, the effects of each delivery system on cost growth were separated from the
effects of other explanatory variables. This process allowed the researcher to investigate
a number of variables in this model.

When all other variables were held constant, the effects of delivery system indicated
design-build to be at least 5.2% less than design-bid-build and 12.6% less than

. construction management at risk in terms of cost growth. In addition, design-bid-build

was at least 7.8% less than construction management at risk. Complete regression
analysis data for the cost growth model, the model, supporting residual diagnostics and a
discussion of specific procedures used to build this model can be found in Appendix C.

Using data from 196 projects, the model identified ten key explanatory variables
which together explained 24% of the variation in cost growth. The number of projects
used to build the model was significantly low. Due to the variety of variables used and

the nature of these variables, over half of the projects had unavailable data. This and the

relatively low level of explained variation led to high uncertainty for the cost growth
model. The differenc);es recognized between each delivery are valid. However, the
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explanation of these differences by specific explanatory variables wasunclear. This -
model represents the first of its kind and, although it explains less than a quarter of the
variation in growth, it identifies factors that are likely to cause growth in cost.

_..As was the case in other models, the performance and characteristics of certain jobs
when included in the model caused high levels of actual influence in the model. This
was again examined more completely using Cook’s influence. As aresult, three speciﬁc
jobs were removed from the model. Two of these were high technology projects. One
was a costly renovation, the other was an unusual chemical plant with a unit cost of 674
dollars per square foot. The third constituted an open-air pedestriali walkway on top of a
seven story parking deck. This project had a peculiar unit cost for its class and was | |
aggressively scheduled due to specific owner characteristics.

The model for cost growth contained a similar, yet smaller, sample of the variables
used within other models. They explained a low level of variation while the model
utilized a very low number of projects, providing a greatly reduced level of statistical
confidence. However, given the variation explained, five variables which were
statistically significant and accounted for the greatest proportion of variation, in order of

importance, were:

1. Commercial terms,

2. Presence of onerous clauses in contracts,
3. Level of new construction,

4. Proj ect team chemistry, and

5. Foundation type.

It is important to recognize that project delivery has become less important. It is now
- within a list of explanatory variables found to have a lesser impact on cost growth
performance. These include:

1. Delivery system,

2. Facility type

3. Project complexity,

4. Contract unit cost, and
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5. Presence of legal constraints.

A review of each of these variables indicates their presence in the model, in certain
cases, to be logical. Commercial terms indicate the type of contract held between the
owner and principal team members. Three contract types were included in the model.
First, and of significant value, guaranteed maximum price contracts for design positively
impacted cost growth. Both guaranteed maximum price contracts and cost reimbursable
agreements between the owner and construction entity or design-build entity led to:

"decreased levels of cost growth. Once again, a high level of onerous clauses written in

these contracts had a severely negative impact on cost growth.

New construction projects and those with excellent team chemistry created improved
cost growth performance. When these variables were present, cost growth was
significantly less. Finally, the type of foundation used was found to impact cost growth
performance. In particular, deep foundation systems such as caissons or piles, when
used, decreased cost growth.

Delivery system and facility type affected cost growth in different ways. First,
design-build, when preéent as a variable, decreased the level of cost growth, while
construction management at risk increased cost growth. While both of these
relationships were insignificant acting alone, their presence in the model gives an

accurate indication of their relationship to cost growth.

Light industrial and high technology facility classes were found to have a negative
effect on cost growth. The model indicates that when these project types were present,
cost growth values will increase nearly two percent. Highly complex proj ects experience
levels of cost growth which are nearly three percent higher than average or low
complexity projects.

Contract unit cost had a positive effect on final cost growth. In other words, as
contract unit costs went up, cost growth diminished. This is one area of particular
interest because the relationship is less logical than others. Based on the previous
relationships between particular facilit'.y types and cost growth, it was expected that
higher unit costs would equate to higher levels of cost growth. However, due to the
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significant difference between light industrial unit costs and high technology unit costs, it
is feasible that a relationship was reported which might not exist. This fact is -
substantiated in part by the extremely low value of the coefficient calculated for contract
unit cost in the model. It showed that although the relationship is negative, the actual
change in cost growth was very slight.

-The presence of regulatory or legal constraints on a project also affected cost growth
performance. However the relationship was such that the highest level of constraints
present led to decreased levels of cost growfh. This is the least significant variable in
explaining cost growth. |

Whether or not a project was submitted from the industry during the original
sampling or as part of the non-response study had no significant bearing on the model for
cost growth.

6.7.2 SCHEDULE GROWTH

Multivariate regression analysis was used to develop. amodel to explain the
variability of schedule growth among all projects. Schedule growth was defined as the
percentage difference between as planned and actual design and construction durations.
Using regression, the effects of each delivery system on schedule growth were separated
from the effects of other explanatory variables. This process allowed the researcher to
investigate a number of variables in this model.

When all other variables were held constant, the effects of delivery system indicate
design-build to be at least 11.37% less than design-bid-build and 2.18% less than
construction management at risk in terms of cost growth. In addition, construction
management at risk was at least 9.19% less than design-bid-build. Complete regression
analysis data for the schedule growth model, the model, supporting residual diagnostics
and a discussion of specific procedures used to build this model can be found in
Appendix C.

Using data from 215 projects, the model identified eight key explanatory variables
that together explained 24% of the variation in schedule growth. The number of projects
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used to build the model was significantly low, due to the variety and nature of variables
used within the model. This and the relatively low level of explained variation, result in

“high uncertainty m the §6hedu1é growth model. This model represents the first of its kind

and although it expl"ajnsv less than a quérter of the variation in growth, it identifies
important indicators for schedule growth performance.

As was the case in other models, the performance and characteristics of certain jobs
when included in the model caused high levels of actual influence in the model. This
was again examined more completely using Cook’s influence. As a result, four specific

- jobs were removed from the model. Two of these were light industrial projects, each

having extremely high unit cost and schedule growth values. Project three was a
complex office facility which had multiple owners and inadequate funding which
togethej led to untimely decisions, poor communication and severe delays. The fourth
project, a multi-story dwelling, experienced growth in schedule of 116% percent. )
Although thought to be successful in terms of schedule by the project respondent, this
particular project was nearly two years behind schedule.

The model for schedule growth contained a variety of those variables used within
other models. Applied here, they explain a low level of variation and utilize a reduced
sample of projects, thus, the model provides limited statistical confidence. Four
variables which were statistically significant and accounted for the greatest proportion of
the variation, in order of importance, were: '

1. Delivery system,

2. Bxcellent subcontractor experience with the facility,
3. Facility type, and '

4. As planned schedule duration.

Project delivery system and subcontractor experience with the facility were the
leading variables in the model for schedule growth. In fact, the variables of design-build
and construction management at risk held the most significance in the determination of
schedule growth. Both were positively related to schedule growth, whereas design-bid-
build, when present, resulted in significantly higher levels of schedule growth. This fact
was confirmed by the univariate analysis where both mean and median measures for
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construction management at risk and design-build were significantly lower than design-
bid-build. Facility type also had a dramatic effect on schedule growth performance.
Projects in the multi-story class had a very strong negative relation with schedule growth
and over ran planned sched_ules more than any other facility type. Addltlonally,
‘interaction was present between facility class four and design-bid-build delivery. This
interaction was quite significant and also had a negative impact on schedule growth when
present. In other words, when complex office projects were delivered using des1gn—b1d-
bu11d they could expect significant schedule overruns.

As planned schedule duration offered a significant amount of explanation to scheduleJ
growth. As planned duration included the period from as planned start of design to the as
planned substantial completion of construction. The presence of this schedule period
related positively to schedule growth. In particular the relationship was such that values
of schedule growth diminished slightly with longer as planned schedule durations.
Therefore, it appears that projects that forecast long design and construction durations are
likely to experience slightly less schedule overruns holding the presence of other
variables fixed. |

Four variables accounted for a lower level of variation and therefore had a lesser
impact on schedule growth performance. These variables include:

1. Procurement method,

2. Level of new construction,

3. Commercial terms, and

4. The availability of qualified pool of contractors.

Direct selection of project players had a positive affect on schedule growth. This
method of procurement was the only one exhibiting a relationship with schedule growth.
An indication of how procurement affects schedule performance is seen by the presence
of the last variable in the model. The availability of a qualified pool of contractors had a
negative affect on schedule growth.

Commercial terms such as lump sum for the design team and selecting the
construction team using a negotiated process had a positive relationship with schedule
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growth in one particular area. When the designer held a lump sum contract with the
owner, schedule growth values decreased. This variable is insignificant standing alone,
however it does indicate the strength and direction of the relationship between it and
schedule growth. |

Pro_] ects class1ﬁed as new construction experlenced decreased levels of schedule

_ growth compared renovation projects. While the presence of new construction is

recogmzcd in thrs model, its individual srgmﬁcance in explammg schedule growth
performance is very low.

Whether or not a project was submitted from the industry during the original
sampling or as part of the non-response study had no significant bearing on the model for
schedule growth. '

6.8 SUMMARY OF MULTIVARIATE RESULTS

Multiyariate linear regression-provided an effective method to compare project
delivery systems. ‘ Regression adjusted direct project delivery comparisons by
considering data from each variable that was collected in this research. Five separate
models were built. Unit cost, construction speed and delivery speed represent primary
results or areas of greatest certainty. Cost and schedule growth models represent areas of
less certainty. This analysis identified several variables that consistently affected project
performance. Delivery system and facility type were each among the list of variables
that explained the greatest proportion of variation within performance models.

6.9 COMPARISON OF MULTIVARIATE TO UNIVARIATE RESULTS

Figure 6.18 illustrates the relationship between facility type, delivery system and the
performance metrics used throughout the multivariate analysis. Figure 6.18, when
compared directly to Figure 6.16, indicates that multivariate results differ from univariate
results. For instance, by investigating the same performance metrics for which
multivariate models were developed, Figure 6.16 identified 8 areas where the facility
type was a significant variable. However, Figure 6.18 indicates that facility type
explained nine areas, some of which are different. For example, on a univariate basis
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(Figure 6.16), facility type alone did not explain significant differences in construction
speed between the systems used to deliver complex office facilities. However, on a
multivariate basis, the complex office facility class was a significant variable in
describing the difference between delivery system performance when all other
explanatory variables were held constant. This illustrates the ability of regression to
identify what is causing the variation in performance. This finding also indicétes that the
presence of other explanatory variables identified through regression, besides that of
facility and owner type, have affected project performancé. Therefore, néglecting. to
adjust for other variables would have resulted in incomplete conclusions. The
comparisons and results presented in Figure 6.18 are considered more powerful because
they adjust for each variable considered in this research.

A further investigation of Figure 6.18 suggested that unit cost and cost growth were
unaffecte_d by the type of facility. Cost growth may be unaffected due to high
uncertainty in the model. Unit cost however, had two areas, although not significant,
where differences are worth mentioning. First, construction management at risk (p-value
of 0.067) was less than design-bid-build in the mulﬁ-story dwelling class. Second, »
design build (0.065) was less than design-bid-build in the high technology facility class.
Schedule growth indicated a significant difference between construction management at -
risk (0.048) and design-bid-build in the simple office facility class. Design-build (0.0)
and construction management at risk (0.001) resulted in less schedule growth in the
complex office class than design-bid-build. o

Speed models indicated the most frequent areas of significance. Besides the
significant construction speed differences called out, other notable areas were discovered.
Construction management at risk (0.071) was greater than desigﬁ—bid—build in the
complex office group. In the same class, design-build (0.093) had greater speed than did
construction management at risk. One difference was also noticed in delivery speed
comparisons. Design-build (0.06) was outperforming design-bid-build on high
technology projects.

R |1 1 S R S I



102

'$9]qeLreA Arojeuedxs [[e 105 pajsnipe ad£y Ayyroey £q oon_aou_nwmm Jo xXmmejN 819 aandig

A

A
0 @

v

SOOURISIJIP JUBDIJIUSIS

SUISISAS U29MI2(q SIOUSISJJIP JuLOLIUSIS ON

N0 Po[[8d SIOUISHIP JUBOYIUSIS

puoado
o ME” qa mm“mm K3ojourpa) Y31y
O O : o wanoﬂ::aE AaeoH

g4da > IND ‘ad

WD ‘dea<dd | gad<dd

aorgyo xopdwio)

gaa > ano’

AND ‘99d < 9d . O

sorgyo ardung

O | ©

@
e

YD DODDODDOD

90 <YND ‘dd | 94d <dIND ‘ad

Surfomp A1015-BNA]

ferusnpu 31T

Jmolin
a[npatos

YWMOID

7]
=3
&)

poadg paads
ARATDQ uonoONLSUo))

D OO DO PDO

odA L Ayoeg

SLOIN

I HN

N .

T




103

6.10 SUMMARY

Results presented in this chapter describe measured differences between construction
management at risk, design-build and design-bid-build. Each performance metric was
analyzed through univariate significant testing sorted by system, facility type and owner
type. This procedure identified specific areas where delivery systems were performing
significantly different. Furthermore, performance measures for cost and schedule were
investigated through the development of mulitvariate linear regression models.
Considering all variables collected in this study, and holding the effects of delivery-
system fixed, direct measurements of certainty, explained variation and the quantity of
differences between systems were introduced. Multivariate results were explained as
primary, where a very high degree of statistical confidence was present, and secondary,
where a reduced level of statistical confidence was present. These distinctions provide an
important perspective to the logical application of these results.
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CHAPTER SEVEN

SUMMARY AND CONCLUSIONS

This chapter presents the main findings, contributions and limitations of this research.
It then acknowledges the limitations of this research. The development of the data
collectlon instrument, research methods and data analysis, and multivariate linear =
regression are discussed. Observations and lessons learned from this research are
presented. Finally, an outline for future research precedes the conclusions.

7.1  SUMMARY OF MAIN FINDINGS

In order to investigate the cost,— schedule and quality differences between three project
delivery systems, a project delivery framework (Figure 3.1) was developed. This
framework was based on the factors listed by the literature and identified by the taskforce
as those impacting project delivery performance. Portions of this framework were
investigated to compare spemﬁc differences between proj ject dehvery systems. This
research used data from 351 US general building proj jects to compare design-bid-build,
design-build and construction management at risk. Six facility classes, included in this
sample, were created viaa facility classification process. These classes were light
industrial, multi-story dwelhng, simple office, complex office, heavy industrial and high
technology projects. A strict data collection, verification and analysis process ensured
the validity of this collected data.

Project data was first analyzed on a univariate level to investigate several
relationships described by the literature. First, looking only at the delivery system used,
design-build significantly outperformed design-bid-build in every area except unit cost,
intensity and environmental system quality. Design-build also significantly
outperformed construction management at risk in the areas of delivery speed and in
turnover quality'. Construction management at risk significantly outperformed design-
bid-build in the areas of cost growth, schedule growth, delivery speed, start up quality,
call back quality and the interior space and layout quality. In no case did design-bid-
build significantly outperform the other two systems.
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- Based on these findings, project data was then analyzed on a univariate basis for each
of the six specific facility classes and again for two owner types. These results,
introduced in Figure 6.16 and Figure 6.17 respectively, indicated that variables other than
the project delivery system impacted facility delivery performance. Therefore, a |
multivariate analysis was performed.

Multivariate analysis offered a more complete explanation of project delivery
comparisons because it considered each explanatory variable identified in the project
delivery framework. Five multivariate linear regression models were developed. Using
the data from all proj ects, these models identified key variables that impacted facility
delivery performance. Based on these models, the following measured differences were
found between design-bid-build, désign-build and construction management at risk.

Design-build unit cost was _Aa‘tﬂ least 4.5% less than construction management at risk
and 6% less than design-bid-build. In addition, construction management at risk unit
cost was at least 1.5% less than design-bid-build. This model explained 99% of the
variation in unit cost.

Design-build construction speed was at least 7% faster than construction management.
at risk and 12% faster than design-bid-build. In addition, construction management at
risk construction speed was at least 6% faster than design-bid-build. This model
explained 89% of the variation in construction speed.

Design-build delivery speed was at least 23% faster than construction management at
risk and 33% faster than design-bid-build. In addition, construction management at risk
~ delivery speed was at least 13% faster than design-bid-build. This model explained 88%
of the variation in delivery speed.

Multivariate results showed significant differences between the three project delivery
systems. Several key explanatory variables, which consistently impacted project
performance, were identified. They included:

1. Facility type,
2. Facility size,
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Delivery system, :

Percent design complete prior to engaging constructor,
Team communication,

Team experience, and

N o n kW

Project complexity..

These models were also used to investigate the impact facility type had on
performance while considering all other explanatory variables. This relationship was
introduced in Figure 6.18 and showed that facility delivery performance varied by project
delivery system and facility type. This finding suggests very strongly that owners may
be able to select a project delivery system that pérforms better for a certain metric fora
proposed facility.

This research has clearly shown that there are differences between these systems.
Design-build offers more speed and more certainty in cost and schedule than does
design-bid-build. However, design-build may not be suited for every situation or each
facility type. Likewise, construction management at risk offers more speed than does
design-bid-build. It is understood that design—bid—bliild may be better suited for specific
projects, yet it did not offer superior performance on a repeatable basis in any area
measured by this research.

7.2 CONTRIBUTIONS OF THE RESEARCH

This research achieved the objectives set forth in section 1.2 and has made several
contributions. These include:

1. The first comprehensive comparison of principal US project delivery systems was
completed.

The scope of this research included six facility types, private and public owners and
the three delivery systems most frequently employed in the US industry. The research
utilized data from 351 projects collected from over 100 different companies, agencies

and organizations.
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2. A data collection instrument was developed to obtain quantitative cost, schedule
and quality data from general building projects.

A carefully drafted data collection instrument to obtain empirical data on project
performance was developed and tested. This instrument was based on a combination of
variables presented in a project delivery research framework. The data collected was
used to calculate project performance metrics. Collection, verification and analysis
procedures effectively adjusted for bias introduced by using this data collection method.

3. Survey research methods, such as testing for non-response, were successfully
applied to improve the validity of data used in this research.

‘The additional project data, obtained from a small sample of non-respondents, greatly
improved the accuracy of research results. The researcher was able to validate the fact
that collected data was representative of the industry from which it was drawn.

Of equal importance to future research in this field, a benchmark of likely response
has been established. Researchers pursuing similar objectives, with similar scope, using
similar methods, can expect that nearly 30% of the industry population which they solicit
for data is likely to be inappropriate for study. Therefore, a more accurate represéntation
of sample size, population size and non-response bias can be predicted for similar
studies.

4. Multivariate linear regression models were developed and used to compare three
project delivery systems. ‘

Significant differences between delivery system performance were discovered.
Multivariate analysis adjusted results for all variables collected in this research. Models
for performance metrics also indicated the influence particular explanatory variables had
on overall pfoj ect performance. This method identified these critical variables and
described their specific relationship with the response variable. Identifying relationships
between these variables offered a more complete understanding of project performance.
Similarly, separating the effect of project delivery from other potential explanatory
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-added to the literature.

Table 6.1 illustrates the attributes of recent project delivery studies and compares
them to this study (number six).

variables, such as facility type, gave an accurate account of its individual effect on

project performance.

5. This research learned lessons from earlier project delivery research and in turn

Attributes

ju—y

Project Dé]ivery Studies
|2 [3]4]5|

=)

Data Collection Instrument

Objective data

* *® *

* *

~ Systems Compared

Owner quality data

CM at risk

Design-build

Design-bid-build

Partnering

Combination

B k| % *

Type of Comparison

Univariate analysis

Multivariate analysis|

Number of variables

15145 | 7 |33 | 58

Survey Research

Project/ respondent specific
data collection

Non-response study)

*

Opinion poll

Empirical measures

Private sector

Public sector

Facility classification

*

*| ¥] *| %
*
*

*| *®| ¥ *

Number of projects

209

NA | 332 | NA | 106 | 351

Number of subjects

NA

88 | NA | 108 | NA | NA

Table 7.1: Comparison of project delivery study attributes.
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In Table 7.1, stars indicate the inclusion or presence of certain attributes in each
study. All six studies considered the design-build delivery system, however, only studies
three and six analyzed project data on a multivariate basis. Each study is identified
below.

-1 Alternative approaches to Projects: Better or Worse? (Pocock and Liu, 1996).

2 Appropriate Public Sector Characteristics for Public Sector Design-Build
Projects. (Molenaar, 1995). -

3 Designing and Building a World-Class Industry. (Bennett, Pothecary and
Robinson, 1996). : '

4 Selecting Design-Build: Public and Private Sector Owner Attitudes. (Songer and
Molenaar, 1996).

5 * Early Warning Signs of Project Changes. (Oberlender and Zeitoun, 1993).

6 A Comparison of United States Project Delivery Systems. (This research project).

This research benefited greatly from the work of these researchers. Their work
identified several variables known to impact the facility delivery process. In addition,
the methods, procedures and lessons learned from these researchers provided valuable
input to this comprehensive, empirical analysis of the US construction industry.

A direct comparison to the University of Reading’s main findings (section 2.3.2)
shows similar results. In their study, design-build was found to have an average unit cost
6% less than design-bid-build, and was 12% and 33% faster than design-bid-build in
terms of construction speed and delivery speed respectively. In addition, several similar
explanatory variables were used to build multivariate linear regression models in both
studies.

7.3 OBSERVATIONS

This research has considered and obtained data on many variables that might effect
project performance. It has also discovered several other areas, through respondent
interviews, lessons learned and discussions with the industry taskforce, that are likely
indicators of project performance. These areas are briefly discussed.




110

1. Project delivery variations.

The choice of a particular project delivery system may in fact be limited to the
services available in a particular market at the time of project advertisement. An owner
may be able to choose a desired arrangement, yet the way in which design and
construction services are delivered may truiy define the executed project delivery system.

One frequent example of this was when a facility owner selected a construction
management at risk configuration to deliver a project. However, after the advertisement
and selection period, the team behaved as they would under a design-build arrangement
rather than construction management at risk. In this case the contractor had management
expertise, the ability to perform a large majority of the construction work and had
previously teamed with the architect/engineer. The contractor had all the skills of a full
service design-build firm less the in-house design, which was being fulfilled By a
strategic alliance or joint venture arrangement. Therefore, while the owner engaged a
team under one format, the team behaved as if it were contracted under an entirely
different set of conditions.

Approximately twenty projects used variations of common project team structures in
defining their projects. These included:

o integrated teams which included the owner, engineering contractor(s) and the
construction contractor(s),

e developers acting as owners who provided pure management services and

_subcontracted design and construction without assuming project risk,

e sophisticated owners with in-house design and management staff who chose to . .
administer contracts for construction only,

e sophisticated design-build subcontractors who led projects in which their
specialty scope was the major package,

o design-build arrangements which utilized pre-defined facility designs and did not
engage the construction entity until the construction phase, gaining little or no
constructability review, and
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e design-build arrangements in which a firm had in-house design and construction
capabilities yet chose to subcontract nearly all of the construction work.

- It seems that various team arrangements and the-culture in which they work may
more accurately reflect the true definition of the delivery system. One way to describe
the various arrangements is to consider the above categories. This simple distinction
would better reflect the organizational merits of the system, thus offering a more accurate
comparison-of project delivery performance.

2. Commercial terms.

This research has shown that project delivery performance is affected by the
commercial terms between project team members.. However, it is unclear how the
development of these terms relates to project performance. It seems that the time at
which lump sum or GMP agreements are set is important. This is because the level of
uncertainty which exists at the 10-30% design complete stage, regardless of the facility
type, allocates a great deal of risk in the agreement between the owner and bidder. As
designs become more certain, costs may become more firm. Therefore, setting project
costs early may initiate long term growth in cost if preliminary estimates or projections
are inaccurate or do not contain appropriate contingencies.

On the other hand, combinations of commercial terms may diminish the uncertainty

of design and more accurately assign project costs. For instance, an owner has the option

_to engage an architect or builder early to advance facility planning and design to a well
defined stage under a cost plus or reimbursable agreement. At that point, the builder has
a much better opportunity to understand the facility, solicit subcontract bids from the
industry and forecast realistic costs for the remainder of facility design and the
subsequent construction phase. This allows the owner to negotiate a final lump sum or
GMP based on a firm understanding of the project, one which theoretically should not
grow in scope, time or cost.
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3. Percent design complete when construction entity joins the team.

The benefit of having early constructor input or to having a team well suited to
handle changes was only realized when the owner had the capability to manage an
mtegrated, team based approach. By definition, design-build projects generally gained
construction input very early, engaging the construction entity when little design was
complete.

4. Portions of the general building sector were inappropriate for this study.

The non-response study showed 29% of respondents were out of the research scope.
This would be a realistic expectation for the total sample. ‘This is more than four times
the amount indicated through phase one data collection results. Because it has never
been studied, this finding is significant and will improve the ability of other researchers
to accurately predict response in studies of similar scope using similar data sources and
methods. '

7.4 LIMITATIONS OF THE RESEARCH
This research has five limitations which are recognized. .

1. Several other variables that may potentially influence project performance are
identified. '

This research created seven performance metrics to compare three project delivery
systems. Critical data on cost, schedule and quality was collected to calculate these
measures. In addition, over sixty explanatory and interacting variables were recorded for
each of 351 projects. This achievement yielded significant results. However, other
variables may affect project performance in meaningful ways. Some of these variables
were discovered during data collection and analysis phases, others were deemed difficult
for the project respondent to collect during the development of the data collection ‘
instrument. Therefore the nature of this research prohibited the inclusion of all potential
variables. Three of these variables are described below.
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Modifications to the contract were not systematically recorded. Changes in scope
were specifically identified on certain projects, while others included them in final cost
and gross square footage values. A more appropriate approach requires the respondent to
reveal all owner initiated changes which changed the scope of work, altered the final
price or created an extension or compression of time. This would standardize projects -
through the comparison of complete contract characteristics. Tracking this type of
variable demands an extensive amount of data from each respondent and a thorough - -
explanation of what constitutes a change.

Timing of modifications to the contract allows the researcher to record how a
particular delivery system handled change during the life of a project. Information about
this variable can be obtained if modifications are recorded regularly. Together, these
data points indicate the stage when changes are likely to occur, the magnitude of these
changes and the ability of each delivery system to handle or recover from such changes.

The existence of specialty subcontractors on a project team was not considered. The
manner in which major scopes of work such as mechanical, electrical and plumbing
packages are designed and constructed indicates a dimension of the team not included in
generic project delivery systems. For instance, trades such as mechanical or electrical
can be 60% of the total project scope in the high technology market. When this occurs,
many specialty or design-build subcontractors may play a significant role in or lead
project design and construction activities, thus changing the roles of project participants.

2. Comparisons only consider the design and construction processes.

Owner driven processes such as planning, management, advertisement, ‘procurement
and administration were not included in the study. Although accurate comparisons have
been made regarding the base building, these factors may provide a more complete view
of project performance. Using transaction cost theory, Lynch (1996) developed models
to demonstrate the relationships between the project delivery system being used and the
project level costs. He found that accurately capturing specific owner costs to execute
and administer contracts was extremely difficult.
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- 3. Quality data was recognized as the least objective data collected for performance
measurement. : ‘ ' - :

Objective data for quality performance was collected by direct interaction between
the researcher and facility owner. However, quality was still based on the perception and
original expectation of the owner. Furthermore, varying levels of expectations are
generally associated with different delivery systems. For instance an owner who expects
very little from the project delivery process may be very surprised by the final product.
Therefore, because the ownei had such low expectations, even a marginal job has the
potential to receive exceptional quality scores from the owner.

Likewise the age of a facility may effect the perception of its quality. It is expected
that an owner’s perception of a facility’s quality may change over the life of the facility.
This research used projects ranging from 1 to 7 years in operation. Therefore, a variety
of durations may be playing a part in determining project quality.

4. Quality was analyzed on a univariate level. --

The nature of quality data was less objective than other principal metrics. It asked
facility owners to rate performance on a fixed scale, such as low, medium or high. The
probability that an owner would respond ‘high’ to a specific question may be greatly
affected by more qualitative variables such as prior expectations or bad experiences.
These variables were not collected. Therefore, quality comparisons were difficult on a
multivariate basis. Corbett (1997) recognized this difficulty as well. She used a Quality
Index and a Quality Grade as a means of quantifying quality on 21 completed industrial
projects. '

5. Project timelines for project delivery systems are different.

Many. project delivery variations were recognized in this research. In particular,
project timelines as they relate to specific project delivery systems indicated that certain
comparisons between the systems are unclear. For instance, the time it takes to prepare
for design-build and design-bid-build jobs may be different. In one case of design-bid-
build, it was reasonable to expect that very little design was completed prior to selecting
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the design team. Therefore, the design start date (0% design complete) provided by
project respondents was likely to reflect the date when design actually started. On the
other hand, an owner may choose to work through programming and conceptual design
(0-20% complete) with a select design team prior to advertising and selecting the design
team who will ultimately complete the design. These cases may also exist in design-
build.  For instance, the design start date provided by the project respondent may reflect
the date from which design was at zero percent complete. Or, it is possible that certain
design-build projects had substantial design completed during the development and
response to proposals as part of the competitive selection process. In this case, a design
start date, may have been before the design-build entity was selected.

These scenarios are examples of the inconsistent anecdotal evidence that was found
within this research. The data necessary to clarify these questions was asked of owners
and other project respondents, however, these dates were unrecorded or unknown to the
owner. -

7.5 FUTURE RESEARCH

The models developed in this research were used effectively for multivariate
comparisons. These models offer an advanced approach to describing relationships
among variables and have shown the strength of these relationships. Each model has the
capability of prediction. However, levels of certainty in some cases may prohibit their
actual application. Improved analysis for this purpose may foster more advanced models
that could be introduced to the industry as forecasting tools.

The next logical step to improve analysis is to take the lessons learned from this
thesis and focus comparisons by holding critical variables fixed. This will allow the
researcher to consider a wider range of variables specific to a particular market. Using
the methods described in this research, a similar study should target a particular facility
class, delivery system and principal team member for analysis. These areas were
consistently recorded as the top variables influencing project performance and therefore
are the obvious choice for a more defined investigation. Four specific studies are

proposed.
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1. Build predictive models for design-build, high technology projects that require

specialty contractor expertise.

The high technology facility class is well represented in this study and represents the
highest project complexity and cost. Furthermore, the high technology market has grown
in the past five yea_ré, thus making it a viable and important class to target. In addition,
the high technology market is characterized by intense schedule demands, the existence
of speqialty?team’s and very stringent quality standards that are often fulfilled using the
design-build system. This more focused study should target one specialty trade on high
technology, design-build projects. Mechanical specialty contractors usually have the
largest single portion of the work. Thése contractors may have the in house capability to
design, fabricate and install very complex packages of work. Many of these also have
the capability to lead major high technology projects.

This study should consider projects within the high technology market in the United
States. It should measure cost, schedule and quality performance of representative
project delivery systems. Tenant and process work should not be included in cost and
schedule data for comparison. Other quantitative factors, beyond those described in this
research, which may be specific to the high te_chnologmearket, should be considered
during the data collection phase. Project schedule measures should include at least the as
planned and as built dates for design and construction. Likewise, costs should include
contract and final costs for design and construction. This will'allow a direct comparison
to the 61 high technology projects considered in this research.

2. Empirically compare modes of public sector delivery system performance.

This research has very broadly recorded public and private owner types. However,
within the public sector a variety of agencies are operating under very different
regulatory constraints. For instance, federal organizations such as the department of

_defense have more restrictions for selecting teams and delivery systems than do state
governmental agencies. Therefore, being able to keep specific owner types constant may
eliminate a great number of variables possibly affecting project performaﬁce. An
immediate, natural division of public sector projects should separate federally owned
jobs from those procured at the state and local level. These jobs can then be directly

[EEEES SR B b [ (] i R RN AUt B



117

compared to similar private sector proj ects The companson should be made in the
multi-story dwellmg and SImple office facility classes. The majority of data collected
from the federal sector projects were within these two classes.

3. Investigate the role of specialty subcontractors on design-build projects.

Subcontractor experience with delivery systems and facility types was identified as a
critical indicator of project performance in this research. Therefore, the role of the
subcontractor should be more closely analyzed. Using data specifically obtained from a
single specialty trade will allow the researcher investigate the role and impact of one
particular team member holding the effect of project delivery system fixed. One such
study is to identify key factors that cause success for electrical subcontractors on design-
build projects (Sanvido, 1996). This project is analyzing empirical project data to
explain the current role and success factors of electrical subcontractors in the design-
build market. This study could be replicated for other specialty contractors.

4. Identify the impact of minoﬁty subcontractors on publicly funded projects.

The public sector has made a concentrated effort to expand the capacity of minority
subcontractors by establishing participation requirements on public proj ects. However,.
many of these subcontractors are unable to handle the extreme fluctuations in work scope
or employee requirements often initiated by such requirements. This fact makes certain
subcontractors unstable. The first focus should establish the different classes of small
business and minority subcontractors. Next their role in the public sector should be
investigated to identify the impact their presence has on project performance. Finally, a
comparison should be made between the small business and minority organizations found
in the public sector to those succeeding in the private sector.

7.6 CONCLUSIONS
The construction industry has made substantial efforts to expand project delivery
research in the past decade. However, at the beginning of this thesis it was clearly stated

that an objective comparison of project delivery systems had never been made. This
thesis first offered a project delivery research framework that categorized the major
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decisions and variables that exist in the facility delivery process. Based on the
organization of the project delivery framework, this thesis offered a perfdnnance-bas ed,
empirical investigation of the three principal delivery systems used in the US
construction industry today. All of the study objectives were met.

Methods uncommon to the construction research arena, such as a large-scale data
collection process, extensive data checking, non-response verification, univariate
hypothesis testing and multivariate regression analysis were utilized. The execution of
these methods provided significant conclusions about industry performance. It is
recognized that this research is the first to target the US construction industry in this way.
For this reason, the researcher has shown areas where this study is limited and offers
avenues to build upon this foundation. To do this, the researcher believes that the
education and participation of the industry to the identified state of performance is
paramount. This research has utilized data specifically drawn from the US construction
industry. Therefore, the results of this research must first be presented to the industry to
establish a performance benchmark for project delivery systems. After educating the
industry on its performance, the evolution of design and construction services and its
players can be effectively researched, developed and managed.

This project has shown that a collaborative environment between the construction
research community and industry can foster the advancement of project delivery
research. In particular, alliances between universities, corporations and trade
organizations can promote the execution of the future research directions described in
this chapter. These directions are driven primarily by owner dissatisfaction with the
delivery process and their education using specific performance data. Progressive
organizaﬁons are accommodating change by offering more services in areas such as real
estate, long term facility management and project financing. Additionally, technically
advanced specialty contractors are becoming more and more common, leading projects in
certain markets. The structural change in the industry will demand a more focused
balance of education, research and application by industry/ university partnerships.




119
BIBLIOGRAPHY

Al-Sinan, Fouad'M., and Hancher, Donn E. 1988. Facility:'Project' Delivéry Selection
Model. Journal of Management in Engineering 4, no. 3: 244-259.

American Society of Civil Engineers, Task Committee on Design-Build. 1992. Design-
Build in the Federal Sector ASCE.

Associated General Contractors of America. 1991. Owners Guide: Bui?dihg
Construction Contracting Methods AGC doc. no. 650.

Boynton, Andrew C. and Zmund, Robert W. 1984. An assessment of critical success
factors. Sloan Management Review, 25, 4: 17-27.

Bennett, J., Pothecary, E., Robinson, G. 1996 Designing and Building a World-Class
Industry. Rep. No. ISBN 07049 1, University of Reading. Reading, United
Kingdom.

Borgstrom, Karl F. 1995. CM - Adding Value Beyond the Standard. Construction

Business Review 5, no. 6:40-42.

Branca, Anthony J. 1987. Cost Effective Design/Build Construction. Kingston: R.S.

Means Company, Inc.

Bruns, Terrance A. 1997. Preproject Planning in the University of Texas System. Master

thesis., University of Texas at Austin.

Capps, Ronald. 1997. Managing Mega Projects. Construction Business Review 6, no.
6:56-59.

T TR B TRRaTJT B I i [ 1 ey [Ty



120

Cochrane, Luther P. 1993. Partnering from a Builder’s Perspective. American Bar

Association.

Converse, Jean M. 1987. Survey Research in the United States. Berkeley: University of

California Press.

Dell’Isola, Michael D. 1987. The Construction Management Impact. The Construction
Specifier April: 71-77.

Design-Build Institute of America. 1996. Design-Build Manual of Practice.
Washington, D.C.

Design Professionals Insurance Company. 1995. If You’re Thinking About Design-
Build. California: privately printed. '

Emmons, Terrel M. 1996. Design-Build: Not Necessarily What You Thought it Was.
Alexandria, Virginia: Naval Facilities Engineering Command. Photocopied.

European Project Delivery Approachés. 1994. Hanscomb/Means Report February: 3.

Ezekiel, Mordecai and Karl A. Fox. 1959. Methods of Correlation and Regression
Analysis. New York: Wiley. |

Fish, John, G. 1991. Cost Control in Design/Build. Cost Engineering 33, no. 10:7-10.

Flad & Associates. 1994. Delivery System Selection Matrix: Purpose & Definitions.
Madison: Flad & Associates.

1150 T T T T T T I v | C2TI N R RN TR I ) [ L 1 A I S T I



R e et IR RET e e " 1o e v e e e B A T

: 121
Fraga, Robert. 1996. Report and recommendations on USPS use of design-build.

Washington, D.C: Design Build Institute of America. Photocopied.

Friedlander, Mark, C. and Laurie, Ty, D. 1996. Design-Build: Offers Opportunity for
Engineers.. Consulting-Specifying Engineer 20, no. 3:23-24.

Genbérg, Ira. 1993. Competitive Bidding. Construction Business Review, Sept. 1993, 31-
34.

Gray, Barbara. 1989. Collaborating: Finding Common Ground for Multiparty

Problems. San Francisco: Jossey-Bass.

Handcock, Mark. Department of statistics, Pennsylvania State University. 1997.
Interview by author, 27 June, University Park.

Hettmansperger, Thomas P. 1984. Statistical Inference Based on Ranks. New York:
Wiley.

Hobbs, James D. 1995. CM Delivery Systems: The Legal Issues. Construction Business
Review 5, no. 6:48-51. '

Huovila, Pekka, Koskela, Lauri, and Lautanala, Mika. 1994. Fast or Concurrent - The art
of getting construction improved. The 2™ International Workshop on Lean
Construction, Santiago, Chile. Sept:1-11.

Ireland, V. 1982. Virtually Meaningless Distinctions Between Nominally Different

Procurement Methods.

B CI 5= = e -



122
Kaka, Ammar P., and Farzad Khosrowhsahi. 1996. Effect of different procurement

routes on contractors’ cash flows. Engineering, Construction and Architectural

Management 3, no. 2:133-145,

Kazmier, Leonard J. 1967. Statistical Analysis for Business and Economics. New York:
McGraw Hill.

Kirschenman, Merlin D. 1986. Total Project Delivery Systems. Journal of Management
in Engineering 2, no. 4. 222-231.

Koskela, Lauri. 1993. Lean production in construction. The 10® International
Symposium on Automation and Robotics in Construction, Houston, Texas. -

May:47-54.

Krizan, William G. 1996. State Farm Reaps Design-Build Bounty. Engineering News
Record 237, no. 21:44-46.

Lahdenpera, Pertti. 1995. Reorganizing the building process: The holistic approach.
Ph.D. diss., Technical Research Centre of Findland.

Loulakis, Michael C. 1996. Lessons Learned: How 1995°s Design-Build Cases May
Affect You. Vienna: Wickwire Gavin, P.C.

Loulakis, Michael C. and Shean, Owen J. 1996. Risk Transference in Design-Build
Contracting. Construction Briefings, Federal Publications'Inc. April, no. 96-5:1-
19. ’ |

Lunch, Milton, F. 1996. AIA publishes a trio of forms for design/build. Building Design
& Construction 37, no. 10:27.

T T T AR S S T - Ty T T



123

Lynch, Theodore D. 1996. A Transaction Cost Framework for Evaluating Construction
Project Organizations. Ph.D. diss., The Pennsylvania State University.

Means, R.S. Co. Inc. 1995. Square Foot Costs. 17" Ed. R.S. Means Co. In. Kingston,
MA. pp. 426-433.

McFall, C. 1997. Cost and Schedule Impacts of Information Management. Proceedings
of the 13th Annual Conference of the Construction Industry Institute held in St.
Louis 5-7 August 1997.

Minitab Inc. 1995. Minitab Release 10Xtra Reference Manual. Minitab Inc. State
College.

Molenaar, K.R. 1995. Appropriate Project Characteristics for Public Sector Design-
Build Projects. M.S. thesis, University of Colorado.

Napolitan, Carmen L., James A. Smith, and Jeffrey P. Ludwig. 1992. Informed Choices:
Design-Build or Design-Bid. Central Pennsylvania Business Month February: 13.

| Neter, John, Michael Kutner, Christopher Nachsheim and William Wasserman (1996).
Applied Linear Statistical Models. Chicago: Irwin. 4" ed.

Oberlander, G.D. and Zeitoun, A.A. 1993. Early Warning Signs of Project Changes.
Austin: The Construction Industry Institute. Source document 91.

Olson, Christopher. 1991. Survey of Public Sector Construction: Government strives to

build more for less. Building Design & Construction December: 40-44.

} B S P SRR (|- P T YT TR R BN 1 P (1] EE DR TErtt S o et



: 124
Peltz, Curtis. 1997. Paving the Way for More Efficient Design and Construction.

Engineering News Record 238, no. 26:19-22.

Pocock, James B. 1996. The relationship between alternative project approaches,
~ integration, and performance. Ph.D. diss. University of Illinois at Urbana-

Champaign.

Pocock, James B., and Laing Y. Liu. Alternative Approaches to Projects: Better or
Worse? The Military Engineer1996, no. 578:57-59.

Pocock, James B., Chang T. Hyun, Liang Y. Liu, and Michael K. Kim. 1996.
Relationship Between Project Interaction and Performance Indicators. Journal of
Construction Engineering and Management 122, no. 2:165-176.

Port-Hull, Candace. 1997. Design/Build Insurance: Filling in the gaps. Civil Engineering
67, no. 9:56-59.

Potter, Alfred K. 1995. Construction Management: Delivery System of Choice.

Construction Business Review 5 no. 6:44-51.

Potter, Kevin J. 1994. A Design/Build Prequalification System. University Park: The
Pennsylvania State University, Computer Integrated Construction Research

‘Program. Technical Report No. 32.

Rawlings, John O. 1988. Applied Regression Analysis: A Research Tool. Pacific Grove:
Wadsworth and Brooks/Cole.

Regan, Michael. 1997. Design-Build Accountability. Engineering News Record 238, no.
26:5.

S R TR | e M e I T — I o o e



125

1

Reina, Peter. 1997.-Job’s Multishell Roof Is a Coup for Design-Build Despite its Risks,
Limits. Engineering News Record 238, no. 16:32-34.

Report of the Committee on Design/Build. 1995. By Brian Emery, chairman. Toronto:

Consulting Engineers of Ontario.

Report of the Task Committee on Design-Build. 1994. By James Myérs, chairman.
Washington, D.C.: American Society of Civil Engineers.

Riley, David R. Modeling the Space Behavior of Construction Activities. Ph.D. diss.,

Sanvido, Victor E. Désign—buﬂd evaluation. Research project scope of work; funded by
the Construction Industry Institute, June, 1996.

Sanvido, Victor E., Francois Grobler, M. Kevin Parfitt, Moris Guvenis and Michael
Coyle. 1992. Critical Success Factors for Construction Projects. Journal of

Construction Engineering and Management 118, no. 1:94-111.

Sanvido, Victor B., Mark D. Konchar, and Shawn D. Moore. 1997. A Comparison of
Project Delivery Systems. Proceedings of the Fifth American Society of Civil
Engineers Construction Congress held in Minneapolis 5-7 October 1997.

Schriener, Judy. 1996. Design-Build Service Offers Competitive Edge. Engineering
News Record 237, no. 21:72.

A et 1 e L e e BT e T e e



B e e e e

: 126
Seymour, David, John Rooke and Darryll Crook. 1997. Doing Lean Construction

and Talking About Lean Construction. In the IGLC-5: Proceedings of the fifth
annual»conference of the international group for lean construction held in Gold

Coast 16-17 July 1997, edited by S.N. Tucker.

Simon, J.L. and Burstein, P. 1985. Basic Research Methods in Social Science. New

York: Random House, Inc. -

Simpson, Gary. 1996. Structuring the Design-Build Project for Quality and Profit.

Construction Business Review 6, no. 4:56-60.

Songer, Anthony D., and Molenaar, Keith R. 1996. Design-Build Literature Review.

University of Colorado, Boulder.

Songer, Anthony D. 1992. Toward an improved understanding of public sector design-
build planning. Ph.D. diss., University of California, Berkeley.

Songer, Anthony D., and Molenaar, Keith R. 1996. Selecting Design-Build: Public and
Private Sector Owner Attitudes. Journal of Management in Engineering
November: 47-53.

Stutzman, Randal G., Gracheck, Steven M. and Jackson, I.J. 1996. Business Process
Reengineering in the Construction World. The Contractors Management Journal
June:1-12.

Tanur, Judith M. 1984. Methods for large scale surveys and experiments. Sociological
Methodology. Pp. 1-71.

Tarricone, Paul. 1993. Deliverance. Civil Engineering February: 36-40.

T e qr o rsTy



127
Tarricone, Paul. 1996. Design-Build It, And They Will Come. Facilities Design &

Management, Sept: 60-63.

The Collaborative Process Group. 1996. Collaboration in thé Building Process. October:
Photocopied.

Truong, Frank G. 1996. Design/Build Project Delivery Method Survey Questionnaire.
West Lafayette: Purdue University, Division of Construction Engineering and

Management.

Tulacz, Gary J. 1995. CM firms face stiff competition from design-build and each other.
Engineering News Record 234, no. 23:69-75.

Tulacz, Gary J. 1995. Contractors, CM firms open wallets. Engineering News Record
234, no. 23:76.

Tulacz, Gary J. 1996. Owner Acceptance of Alternative Project Dclivei'y Spurs CM and
Design-Build Work. Engineering News Record 236, no. 23:32-33.

| Tulacz, Gary J. 1996.Design-Build comes into its own as industrial, public jobs expand.
Engineering News Record 236, no. 23:35-36.

Tulacz, Gary J. 1996. At-Risk and For-Fee CM on the rise but pure CM firms worry,
diversify. Engineering News Record 236, no. 23:38-42.

Vanegas, Jorge A. 1997. 2% Engineering - Can It Work For You? Austin: The
Construction Industry Institute. Research summary 112-1.

Voelker, M. A. and Orton, P. Z. 1993. Statistics. Cliffs Notes Incorporated, Lincoln.

ICEENEIPINEINESERL © | o nteatd i Ll i T L L FEO M il  H TN Y T TR T



128

APPENDIX A

PROJECT DELIVERY SYSTEM DATA COLLECTION INSTRUMENT

=T e (1 I T 5 TSI



PROJECT DELIVERY SYSTEM SURVEY

THE CONSTRUCTION INDUSTRY INSTITUTE
THE PENNSYLVANIA STATE UNIVERSITY

INSTRUCTIONS

Penn State has been selected to conduct a national survey of the three principal project
delivery systems in the U.S. today. Please help us by completing the survey for at least
one project you have completed in the last 5 years in the U.S. You may submit up to
ten. At your request we will provide you a copy of the survey results.

Each survey form should be coordinated by your Project Manager. Thorough
responses to survey sections 1 to 5 are the most critical to this study. Other sections
are important to explain the reasons for the measured differences.

Upon receipt of your data, Penn State will number each copy, remove company
identification, and remove project identification. The information you provide will be
kept in strict confidentiality.

Please return the completed questionnaire by mail or fax before Dec. 31; 1996 to:

Dr. Victor E. Sanvido, Dept. of Architectural Engineering, Penn State
University, 104 Engineering Unit “A”, University Park, PA 16802-1416
’ Fax: (814) 863-4789  Phone: (814) 865-2869

DEFINITIONS :

Design Bid Build is a traditional process in the US construction industry where the
owner contracts separately with a designer and a contractor. The owner normally
contracts with adesign company to provide “complete” design documents. The owner
or his/her agent then solicits fixed price bids from contractors to perform the work.
One contractor is usually selected and enters into an agreement with the owner to
construct a facility in accordance with the plans and specifications.

Design Build is an agreement between an owner and a single entity to perform both
design and construction under a single design build contract. Portions or all of the
design and construction may be performed by the entity or subcontracted to other
companies.

In CM at Risk, the owner contracts with a design company to provide afacility design.
The owner separately selects a contractor to perform construction management
services and construction work in accordance with the plans and specifications for a
fee. The contractor usually has significant input in the design process and generally
guarantees the maximum construction price.

e Bl e ||| B & BRI, T oee a8 Se

129




130

SECTION I: PROJECT CHARACTERISTICS

Project name: ' Project location:
Project executive/ respondent who provided data:
Phone number:
Company name: -

O Owner O Design-Builder O Architect/Designer O Contractor
Please mark the appropriate oval for project type:

O Office O Light Manuf. O Micro-Elec. O Parking

O Schools O Warehouse O Pharmeceutical O Other

O Recreation O Grocery O Food Proc.

O Housing - -O Postal O R&D
Building grosrs-s_qli_a;e fodtage : sf No of floors

%

Percentage of the project: Renovation % New construction

SECTION II: PROJECT DELIERY SYSTEM

Mark the appropriate oval for the project delivery system which best suits that
used on your project:

Construction Management @ Risk )
Design-Build o -
Design-Bid-Build 0]

Mark the appropriate oval for the commercial terms used for the design-builder or
designer and contractor: (If Cost plus, please state fee type in blank provided)

Design-Builder O LumpSum O CostPlus__Fee O GMP
Architect/Designer O LumpSum O CostPlus___Fee O GMP
Contractor - O LumpSum O CostPlus__Fee O GMP

| SECTION III: PROJECT SCHEDULE PERFORMANCE

Please provide the following schedule information:

As Planned As Built
Item (mn/dd/yy) (mm/dd/yy)

Date Project was Advertised

Design Start Date
(Notice to Proceed)

Construction Start Date
(Notice to Proceed)

Construction End Date
(Substantial Completion)
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SECTION IV: PROJECT COST PERFORMANCE

What were the following total project costs. Indicate whether estimated (E) or
actual (A). Please deduct all property costs; owner costs; costs of installed process
or manufacturing equipment; furnishings, fittings and equipment; or items not a
cost of the base building.

Stage / Cost Design Costs | Construction Costs | Total Project Costs

Budget

Contract Award
Final Cost

Please estimate the cost of site work (work done outside the footprint of the
building) as the percent (%) of final construction costs: %

SECTION V: PROJECT QUALITY PERFORMANCE

If you are the owner, please complete section V. If not, please provide the owner's
name or point of contact
and phone number , and proceed to survey section VI.

Mark the appropriate ovals to evaluate the quality of the building:

Difficulty of facility startup:

O High O Medium O Low
Number and magnitude of call backs:

O High O Medium O Low
Operation/maintenance cost for building/site: ‘

O High O Medium O Low
Did the quality of envelope/roof/structure/foundation meet your expectations?

O Exceeded O Yes O No
Did the quality of interior space/layout meet your expectations?

O Exceeded O Yes 0O No
Did the quality of environmental systems (light, HVAC) meet your
expectations?

O Exceeded O Yes O No

Did the quality of process equipment/layout meet your expectations?
O Exceeded O Yes O No
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SECTION VI: PROJECT TEAM CHARACTERISTICS

Mark the appropriate oval for each of the following attributes of your project team:

Project team selection:
O Open Bidding O Prequalified Bidding
O Negotiated Contract O Contract Documents

Ability to restrain contractor pool: O High O Low
Was there a pool of qualified contractors? O Yes O No

What percentage of design was complete when the construction entity joined
the project team? %.

Individual experience of members with similar facilities:
Owner’s Representative O Excellent O Limited O None

Design-Builder O Excellent O Limited O None
Architect/Designer O Excellent O Limited O None
Contractor O Excellent O Limited O None
Subcontractors O Excellent O Limited O None
Individual experience of members using your project’s delivery system:
Owner’s Representative O Excellent O Limited O None
Design-Builder O Excellent ‘O Limited O None
Architect/Designer O Excellent O Limited O None
Contractor O Excellent O Limited O None
Subcontractors O Excellent O Limited =~ O None
Team’s prior experience as a unit: O Excellent O Limited O None
Project team communication: O Excellent O Limited O None
Project team chemistry: O Excellent O Adequate O Poor
Owner type: O Public O Private
Owner-project team relationship: O First Time O Partnering O Repeat
Owner representative’s capability: O Excellent O Adequate O Poor
* Owner’s ability to define scope: O Excellent O Adequate O Poor
Owner’s ability to make decisions:O Excellent O Adequaté O Poor
Project complexity: O High O Average O Low
Regulatory/legal constraints: O Many O Few O None
Onerous contract clauses: O Numerous O Several O None V
Labor type: Union _ % ' Non Union __ %
Contractor's work split: Direct Hire ___% Subcontracted __ %
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SECTION VII: PROJECT DATA

For the following items please mark the appropriate oval in each category to
identify the appropriate systems and/or descriptors that apply to your project:

FOUNDATION:
O Slab on grade with spread footings
O Caissons, piles or slurry walls

STRUCTURE: _
Pre-engineered metal building

Steel frame and metal deck
-Precast concrete frame and decks
Cast-in-place concrete structure

ojoloNoNoNeNo)

Other:

ARCHITECTURAI INTERIOR FINISHES:

O Minimal (eg. warehouse, factory)
O Corporate office

O Other:

EXTERIOR ENCIL.OSURE:
O All glass curtain wall
O CMU, brick, or stone
O Cast-in-place exterior walls

ROOFING: ,
O Asphalt shingle
O Built-up /single-ply membrane
O Other:

HEATING/COOLING:
O Roof top units O Central plant
O Heatingonly O Cooling only
O Other:

ELECTRICAL.:
O Uninteruptable power supply
O General lighting and computer use
O Process equipment loads

CONTROLS:
O Direct digital controls
O Other:

SITE;

O Urban O Suburban

O Ecxisting utilities O Existing roads
O Other:

Complex geometry/mixed framing types

)
o

Bar joists or precast planks on bearing walls

o

0
O Monumental building finishes (e g. marble)

o} © 0 oNeNe)

0O

©0

Mat foundation
Other:

Standard commercial office
Clean room environment

Metal panels
Precast panels
Other:

Steep roof with tile/slate
Architectural standing seam

Split system
Ventilation only

. Electric heat

Intensive computer use
Security system

Pneumatic controls

Rural
Mass excavation
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Please list the criteria your organization uses to measure success and then mark the
appropriate oval to rank each as it applied to your project:

1.

O Excellent O Average =~ O Poor
2.

O Excellent O Average O Poor
3.

O Excellent O Average O Poor

- 4. :

O Excellent O Average O Poor
5.

O Excellent O Average O Poor

Mark the appropriate oval to rate the overall success of the project:
O Excellent O Average O Poor

SECTION IX: LESSONS LEARNED

-If the answers to any of the folldwing are yes, please list examples or reasons in
the space below each question.

List any lessons you learned on this pfoject about the project delivery system:
Could this project have been better delivered or more successful? How?
Did the delivery system enhance or hinder your ability to perform? How?

Did the project meet the intended needs?

Describe any unique features about this building that influenced its cost,
schedule, or quality.
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- SUMMARY STATISTICS FOR UNIVARIATE COMPARISON
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Variable ~ Sort ‘N Median | Mean | St.Dev. Q1 Q3
Area CM@R | 80 134441 | 188158 | 192565 | 54595 | 240750
) DB 155 90877 | 184969 { 266760 | 27000 | 240000
..DBB’ 116 91834 | 213097 | 366987 | 32350 | 208975
... Unit Cost CM@R| 8o 106 1479 | 11271 792 | 1785
‘ DB 155 80 129.6 171 50 144
DBB | 116 120 179.5 | . 2994 73 7| 166.5
CostGrowth | CM@R | 80 3.37 5.537 8.092 . 0 10.278
” DB 155 2.17 448 13.13 0 8.38
DBB 116 483 | 811" | 1086 | - 1.69 12.77
Sched Growth | CM@R 80 0 2.81 18.61 -3.95 54
DB | 155 0 314 17.23 -1.83 | 9.22
, DBB 116 4.44 933 1838 | o | 1557
Const. Speed | CM@R 80 8192 12910 | 14664 378 | 16853
DB 155 9091 15828 ‘| 19340 3132 20833
DBB 116 5135 |- 9763 11388 2063 13921
Delivery Speed | CM@R 80 4712 9017 11332 2537 11788
DB | 155 6842 | 12370 | 15893 2301 16438
DBB 116 3250 | 6390 8122 1049 7877
Intensity CM@R 80 4.67 7.35 9.23 3.22 725
DB | 155 5.79 9.281 12.26 3.66 10.56
DBB 116 3.67 7.46 21.03 2.21 5.92
StartUP CM@R/| 76 10 7.434 3.511 5 10
DB 144 10 7.5 3.239 5 10
DBB | 109 5 5.963 3.567 5 10
CallBacks CM@R | 75 10 8.067 2.585 5 10
' DB 141 10 7.943 3.109 5 10
DBB 108 5 7.037 2.983 5 10
Op&Mnt CM@R| 71 5 6.69 3.267 5 10
DB 133 10 7.669 2.79 5 10
DBB 101 5 6.881 3.151 5 10
ERSF CM@R| 70 5 5.357 1.77 5 5
DB 141 5 5.709 2434 5 5
DBB 104 5 4952 2.362 5 5
InSp&Lo CM@R | 74 5 6284 | 2.491 5 10
DB 144 5 6.146 2344 5 8.75
DBB 108 5 5.185 2.361 5 5
Environ CM@R| 74 5 5.338 2.082 5 5
DB 144 5 5.243 2.731 5 5
DBB 106 5 4,858 2436 5 5
Eq&Lo CM@R | 40 5 5.625 2.022 5 5
DB 107 - 5 5.607 2.14 5 5
DBB 71 5 5.07 1.981 5 5

Table B.1: Sample statistics by delivery éystem.
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Variable Sort N Median | Mean | St.Dev. Q1 Q3
~ Area 1 98 183780 | 253603 | 280262 | 76646 | 322625
2 27 111000 | 149300 | 165885 | 72700 | 175000

3 84 . | 45000 | 98541 | 155033 | 21463 | 108750

4 64 106500 | 279990 | 388594 | 50000 | 295828

5 17 140000 | 183197 | 206388 | 22705 | 292500

6 61 84500 | 167981 | 347026 | 45005 | 196500

Unit Cost 1 98 56 105.3 246.5 30 87
2 27 100 101.7 | 45.74 59 124

3 84 106 118.75 | 73.6 68.75 | 146.75

4 64 110.5 134.2 110.4 783 165.5
5 17 | 134 1731 | 198 | 73 2335 -

: 6 61 189 2949 | 336.6 130 311
Cost Growth 1 98 3.85 7.99 14.39 0.43 11.03
2 27 3.79 657 | 12.04 0.78 10.57

3 84 2.3 3.96 10.7 0 7.45

4 64 2.855 | 3.951 7351 | -1223 | 8985

5 17 2.77 63 | 1117 | -1.12 14.11

6 61 33 .| 698 10.29 0 10.9

Sched Growth 1 98 0 4.83 20.31 0 10.38
2 27 539 | 124 27.32 -0.43 21.17

3 84 0 3.84 1365 | 0 7.98

4 64 0- | 429 17.56 -2.09 7.83

5 17 1.98 8.9 2235 -0.18 10.03

6 61 2.09 3.9 13.4 0 11.78

Const. Speed 1 98 17805 | 23456 | 22268 7561 29801
2 27 .| 5966 8441 7839 4031 9403

3 84 4410 6691 7071 1988 | 9251

4 64. 8260 | 13247 | 15318 3238 18822

5 17 15591 | 14319 | 11757 | 2046 | 24829

6 61 | 4832 7192 8576 2737 9348

Delivery Speed 1 98 13518 17976 17916 4383 22455
2 27 4257 5718 5892 2274 6030

3 84 2661 4404 5074 1180 5550

4 64 5506 9534 12766 | 2059 13348

5 17 10513 | 10785 9713 1664 18732

6 61 3744 4927 6092 1513 5278

Intensity 1 98 3.89 543 6.837 | 2368 6.583
2 27 3.21 4358 | 3.528 25 4.59

3 84 5255 | 6.77 5751 | 3298 | 8.195

4 64 4235 | 7072 | 7402 | 2.842 8.428

5 17 7.43 1445 | 20.87 45 13.62

6 61 6.14 1599 | 30.89 3.63 15.51

Table B.2: Sample statistics by delivery system and facility type.
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Variable Sort N Median | Mean | St.Dev. Q1 Q3
StartUP 1 88 10 6.989 | 3.518 5 10
2 27 5 6481 | 3.344 5 10

3 80° 10 7.875 2843 5 10

4 61 10 7.377 | 3.489 5 10

5 16 5 6.875 | 3.096 5 10
6 57 5 5526 | 3.974 0 10

CallBacks 1 88 10 8239 | 2738 5. 10
2 27 5 6296 | 2972 5 10

3 76 10 7303 | 3311 5 10

4 60 10 8.167 | 2.598 5 10

5 16 10 875 | 2236 | 625 10

6 57 5 7.105 | 3.126 5 10

Op&Mnt 1 80 10 7625 | 3079 | 5 10
2 22 5 6.818 | 2.462 5 10

3 74 5 7297 | 2.642 5 10

4 58 5 6.724 | 3.183 5 10

-5 16 10 8.75 2236 | 625 10

6 55 5 6.545 | 3.594 5 10

ERSF 1 86 5 5.349 2.274 5 5
2 26 5 4.808 1.721 5 5

3 76 5 5263 | 2435 5 5

4 58 5 5517 | 2234 5 5

5 17 5 6.176 | 2.186 5 75

6 52 5 | sa481 2477 5 5

InSp&Lo 1 83 5 5422 | 2369 5 5
2 27 5 5.185 1.688 5 5

3 81 5 5988 | 2.672 5 10

4 61 5 6393 | 2438 5 10

5 17 5 5882 | 1.965 5 5

6 57 5 6.053 | 2453 5 7.5

~ Environ 1 84 5 4.94 2.514 5 5
2 27 5 4444 | 2532 5 5

3 81 5 5123 | 2736 5 5

4 59 5 5424 | 2328 5 5

5 17 5 5882 | 1.965 5 5

6 56 5 5268 | 2416 5 5

Eq&Lo 1 63 5 5317 | 1.767 5 5
2 12 5 5 0 5 5

3 46 5 5109 | 1.663 5 5

4 39 5 5641 | 2.045 5 5

5 14 5 5357 | 2373 5 5

6 44 5 5909 | 2.908 5 10

Table B.2 continued: Sample statistics by delivery system and facility type.
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Variable Sort | N._ | Median| Mean | St.Dev. Q1 Q3
- Area Public | 151 | 90000 | 221522 | 364455 | 33400 | 240000
Private | 200 .| 100000 | 174962 | 216448 | 40000 | 228000
Unit Cost Public- 151 124 167.2 234.8 -89 168"
. | Private | 200 79.5 1375 | 1992 | 523 | 1508
CostGrowth | Public | 151 | 431 | 7251 | 10878 | 063 | 111
Private | 200 224 | 4918 | 11.851 0 9.41
Sched Growth | Public 151 2.09 529 | 17.85 0 10.97
Private | 200 0 498 | 18.38 0 7.89
Const. Speed | Public | 151 5625 | 10614 13956 2183 12998
| Private | 200 | 9522 | 15079 | 17511 | 3371 | 19807
Delivery Speed | Public 151 13820 7599 11238 1213 8735
Private | 200 6099 | 11163 | 14008 | 2185 | 13920
Intensity | Public-| 151 | 416 | 629 | 7957 | 275 6.6
Private | 200 5.33 9.71 18.83 3.04 9.76
StartUP Public | 145 5 6.828 | 3.375 5 10
Private | 184 10 7092 | 3.56 5 10
CallBacks | Public | 141 5 7092 | 2997 5 10
Private | 183 10 8.115 | 2.894 5 10
Op&Mnt Public | 131 5 7.023 | 2.827 5 10
Private | 174 10 7299 | 3.208 5 10
ERSF Public | 142 5 5211 | 2218 5 5
Private | 173 5 552 | 2354 5 5
InSp&Lo Public | 143 5 5594 | 241 5 5
Private | 183 5 6.066 | 2.422 5 5
Environ Public | 141 5 4858 | 2.386 5 5
Private 183 5 5.355 2.57 5 5
Eq&Lo Public | 91 5 5.275 1.88 5 5
Private | 127 5 5551 | 2203 5 5

Table B.3: Sample statistics by delivery system and owner type.
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- Technical procedures are described for each model developed in this research.
Variable selection processes are summarized, complete regression analysis is presented
and diagnostic tests are discussed. Regression output is used to investigate model
performance, the significance of individual variables and their relationships to dependent
or performance measures.

C.1  UNIT COST

Unit cost was defined as the gross square footage divided by the final project cost.
Using all possible explanatory variables, best subset algorithms were made. These tests
included all sensible and possible predictor variables. This form of multivariate
regression tests each variable for its possible inclusion in the model. It was desirable to
use only the variables known prior to the start of design and construction. This allowed
the researcher to calculate performance results from information known prior to project
start. The number of possible predictors considered was extremely high, approximately
100, after making all necessary indicator and interacting variables. However, the
maximum number of free predictors handled by Minitab® on any given attempt is 20.
Therefore, variables were considered in a random fashion to create all potential subsets.
This initial screening of variables was critical to the success of each model because it
very quickly identified the relative impact of a large set of variables upon performance
measures. Models with the highest proportion of explained variation (R-Sq) and the
Mallow’s C-p value nearest that to the number of variables included in the best subset
were explored. A model fitting the data well would have a C-p value néarly equal to the 4
number of variables being considered (Neter, 1996). The final best subsets regression is
shown in Figure C.1. Initially, contract unit cost, project delivery, facility type and
particular facility systems and commercial terms were explaining nearly all of the
variation in unit cost. However, residual diagnostic indicated the need for adjustments.

In conjunction with the best subsets regression, a model for unit cost, similar to that
used by The University of Reading, was tested. Many of the above variables were
similar and showed positive results. This offered a good starting point for the
consideration of variables in the best subsets regressions. This opportunity, to compare
models, does not exist for all other response variables because the University of Reading
did not report models for cost and schedule growth metrics.

(LR A T T B {1 A 1 A S [t I I



142

Several models for unit cost were attempted. Each time a model was attempted,
variables were checked for their individual significance by-investigating T and P values
at an alpha of 95%. Additionally, the significance of the variables as a group was
tracked using F values and group P values. The group of variables obtained from the
best subsets regression were analyzed using the regression function in Minitab®.
Residuals were constantly examined during the attempt of each model. This was
important to verify the validity of the major assumptions of linear regression. Of these,
non-constant variance was most critical. Initially, variance of fitted values was clearly a
problem. It was later reconciled through the log transformations of unit cost, area and
contract unit cost. ' '

Several interaction variables were included in the model. Of the core variables
included, area, project delivery, contract unit cost and facility type interactions were
created. -Also, interactions between facility systems and each facility type were
considered. This allowed the researcher to recognize both the effect of certain variables
controlled for other variables and to see if the effect of one variable depended greatly on
the varying levels of another predictor variable. For instance, project facility type was
affected by certain systems of VaIYing complexities. In other words, the unit cost
achieved on a certain type of facility may be more or less depending on the type and
complexity of the foundation system used.

With interactions in mind, a closer look at the model residuals was required.
Additionally, the residuals were plotted against other predictor variables alone to see if
relationships existed that would point to possible transformations. Of the variables being
studied, relationships between contract unit cost and project area with final unit cost were
non linear. The proper relationship between these variables was achieved using a log
transformation with contract unit cost and a weighted log transformation for area. In
addition, the log of final unit cost was utilized. Transforming unit cost improved the
residual distribution and the variable’s individual significance in the model. Although
abnormal, these transformations are still relatively simple to explain. For instance, using
the log to explain the relationship between final and initial unit cost indicates that values
of final unit cost rise exponentially as contracted unit costs increase.
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Accounting for several possible transformed variables gained the highest possible
level of explained variation, nearly 100%. Contract unit cost, facility type, project size
and delivery system were of most significance to this model. Several interaction
variables were also discovered. These included the effects of project delivery on facility
type and project delivery on project size. Each time a new variable was created, the
model was analyzed using regression and verified by investigating residual model
diagnostics. '

Several added variable plots were attempted to examine the marginal relation of
proposed predictor variables given the other predictor variables already in the model.
Plots of area and contract unit cost indicated linear bands of points, showing that those
considered do belong within a linear model for construction speed.

Cook’s influence was used to check for observations exhibiting a high level of actual
influence on the models’ ability to determine fitted values. Although the values were not
extremely large, four observations were clearly apart from other observations. Each of
these observations or jobs were analyzed separately. These jobs were extreme outliers,
and forced the model to inaccurately adjust for their presence. Two jobs were from the
light industrial class, one a heavy industrial facility and another a multi-story dwelling.
Each job had unusually high unit cost values. In particular, the fourth project was a
large, public prison renovation with a poorly defined scope. These unusual jobs were
omitted from the model. Leverage was also used to determine how influential a case was
in determining the regression coefficients.

With high actual influence points explained, interactions developed and -
transformations included, a final model was tested. This model achieved an R-squared
value of 99.1%. Figure C.2 shows final regression output for the unit cost model. The
residual model diagnostics shown in Figure C.3 indicate the model was performing
extremely well. The first graph shows the normal plot of residuals. This line should be
and is nearly linear. The second chart of residuals in the upper right corner shows time
dependency. This test did not apply to this data as each project was independent,
therefore non-independence was not a problem. The histogram in the lower left corner
shows a fairly good distribution of residuals, no significant outliers. Finally, testing for
constant variance indicated that fitted values were consistent. This was indicated by the
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random distribution of data points in the graph. The relationship in this graph was
severely affected by variables such as unit cost and area. However, transforming these
variables allowed the model to track their true relationship to unit cost.

 Finally, to measure differences between delivery systems; values for unit cost were
calculated using the final model. Values were calculated by developing equations for
each possible circumstance by delivery system. This allowed the model to pi'edict values
to be used for comparison. This was accomplished by allowing the model to calculate
unit costs for each job had it been completed using design-build, design-bid-build and
then construction management at risk. Developing descriptive statistics on these values
allowed for a direct comparison between the performance of each system.

Main findings show that the unit cost of design-build projects was, on average, at
least 6.1% less than design-bid-build and 4.5% less than construction management at
risk. In addition, construction management atrisk projects were at least 1.5% faster than
design-bid-build.

C.2 CONSTRUCTION SPEED

Noted in the discussion of principal metrics, construction speed tracked the square
footage of work put in place per month. This represented how quickly the building was
erected during the construction period. It is important to keep in mind how critical the
design period is which generally happens as preparation for the construction period. A
poor effort during design in any area of planning, scope definition, detailing, information
communication or material selection can delay construction during the initial startup of
operations.

Using all possible explanatory variables, best subset algorithms were made. These tests
included all sensible and possible predictor variables. This form of multivariate
regression tests each variable for its possible inclusion in the model. It was desirable to
use only the variables known 'pﬁor to the start of design and construction. Doing so
allows the researcher to calculate performance results from information known prior to
project start. The number of possible predictors considered was extremely high,
approximately 100 after making all necessary indicator and interacting variables.
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However, the maximum number of free predictors handled by Minitab® on any given
attempt is.20. Therefore, variables were included in a random manner to create all
potential subsets. This initial screening of variables was critical to the success of each
model because it quickly identified the relative impact of a large set of variables upon
performance measures. Models with the highest proportion of explained variation (R;Sq)
and the Mallow’s C-p value nearest that to the number of variables included in the best
subset were considered. A model fitting the data well was indicated by a C-p value
nearly equal to the number of variables being considered. The final best subsets
regression is shown in Figure C.4. Initially, area, contract unit cost, project delivery,
facility type, team communication and project complexity were explaining 65.9% of the
variation in construction speed.

In conjunction with the best subsets regression, a model for construction speed,
similar to that used by The University of Reading, was tested. Many of the above
~ variables were similar and showed positive results. This offered a good starting point for
the consideration of variables in the best subsets regressions. The opportunity to
compare models did not exist for all other response variables because the University of
Reading did not report models for cost and schedule growth metrics.

Several models for construction speed were attempted. Each time a model was
attempted, variables were checked for their individual significance by investigating T and
P values at an alpha of 95%. Additionally, the significance of the variables as a group
was tracked using F values and group P values. The group of variables obtained from the
best subsets regression were tested using the regression function in Minitab®. This
allowed the researcher to investigate residual model diagnostics. Residuals were
constantly examined during the attempt of each model. This was important to verify the
validity of the major assumptions of linear regression.

Several models experienced improved levels of R-squared by the inclusion of
interaction variables. Of the core variables included, area, project delivery, contract unit
cost and facility type interactions were created. This allowed the researcher to recognize
both the effect of certain variables controlled for other variables and to see if the effect of
one variable depended greatly on the varying levels of another predictor variable. For
instance, project facility type was affected by facility area. In other words, the
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construction speed achieved on a certain facility type may be more or less dependmg on
the square footage of that bu11d1ng

With interactions in mind, a closer look at the model residuals was required.
Additionally, the residuals were plotted against other predictor variables alone to see if
relationships existed that would point to possible‘transformations. Of the variables being
studied, contract unit cost and project area were non linear. The proper relationship
between these variables and construction speed was achieved using a’l'o'g transformation
with contract unit cost and a weighted log transformation for area. Transforming unit
cost improved the residual distribution and the variable’s individual significance in the
model. Additionally, although yabnormal, these transformations were still relatively
simple to explain. For instance, using the log to explain the relationship between
construction speed and area indicates that values of construction speed rose exponentially
as project size increased.

Accounting for several possible transformed variables gained higher levels of
explained variation. Facility type, project size and contract unit cost were most
significance to this model. Several interaction variables were also discovered. These
included the affects of project delivery on facility type and project delivery on project
size. Bach time new variables were created, the model was tested using regress1on and
verified by investigating residual model diagnostics.

Several added variable plots were attempted to examine the marginal relation of
proposed predictor variables given the other predictor variables already in the model.
Plots of area and unit cost indicated linear bands of points, showing that those considered
do belong within a linear model for construction speed.

Cook’s influence distance was used to check for observations exhibiting a high level
of actual influence on the models’ ability to determine fitted values. Although the values
themselves were not extremely large, two jobs were clearly apart from the pack. Bach of
these jobs was analyzed separately. Both projects were highly complex renovation
projects that caused the model to inaccurately track their performance. These unique
jobs, having unusual circumstances, were omitted from the model. Leverage was also
used to determine how influential a case was in determining the regression coefficients.
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With high actual inflience poitits explained, interactions developed and .
transformations included, a final model was tested. This model achieved an R-squared
value of 89%. Figure C.5 shows final regression output for the construction speed
model. The residual model diagnostics shown in Figure C.6 indicate the model was
performing extremely well. The first graph shows the normal plot of residuals. This line
should be and is nearly linear. The second chart of residuals in the upper right corner
shows time dependency. This test does not apply to this data, therefore, non-
independence was not a problem. The histogram in the lower left corner showed a fairly
good distribution of residuals, no significant outliers. Finally, testing for constant

‘variance indicated that fitted values were consistent. This was indicated by the random
distribution of data points in the graph. The relationship in this graph was severely
affected by variables such as unit cost and area. However, transforming these variables
allowed the model to track their true relationship to construction speed.

Project area had a positive relationship with construction speed. This made sense -
because there was plenty to be gained from a large building with repetitive processes.
Generally, these types of buildings are simple, exhibit low complexity, include large
open spans, require minimal architectural finishes, and generally had experienced teams
of designers and builders. However, not always the caée, as 'many high tech fabrication
~ plants were sophisticated, required skilled crafts and excessive attention to quality
control. Where these facility types gained in speed was through the relative importance
to get them up and running (aggressive schedules) as revenue producing facilities.

As in the first example, the light industrial class (warehouse type facilities) area
played an impdrtant role in determining construction speed values. In fact, the data was
broken into thrée distinct levels, jobs less than 100,000 square feet, those between
100,000 and 200,000 and those above 200,000 square feet. In each case, construction
speed climbed with size. '

Finally, in an attempt to clarify measured differences between delivery systems,
values for construction speed were calculated using the final model. Values were
calculated by developing equations for each possible circumstance by delivery sjrstem.
This allowed the model to predict values that could then be used for comparison. This
was accomplished by allowing the model to calculate unit costs for each job had it been
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completed using design-build, design-bid-build and then construction management at
risk. Developing descriptive statistics on these values allowed for a direct comparison
between the performance of each project delivery system.

Main findings show that the construction speed of design-build projects was,-on
average, at least 12% faster than design-bid-build and 7% faster than construction
management at risk. In addition, construction management at risk projects were at least
5.8% faster than design-bid-build. ‘

C.3 DELIVERY SPEED

Delivery speed was similar to construction speed, but included both design and
construction durations. It was expected that the delivery speeds achieved on prdj ects
using design-build and construction management at risk would be substantially higher
- due to the potential for activity overlap. In fact, differences between systems were most
significant in this performance metric. The technical proéedu.res used to develop the
model for delivery speed were very similar to those utilized for construction speed.
Sections describing the areas where these models differed are described. Final model
results and diagnostics are also offered.

The final best subsets regressidn is shown in Figure C.7. Initially, area, facility type,
the level of architectural finishes, team communication and the experience of team
members were explaining 68% of the variation in delivery speed.

In conjunction with the best subsets regression, a model for delivery speéd, similar
to that used by The University of Reading, was tested. Many of the above variables were
similar and showed positive results. Again, this offered a good starting point for the
consideration of variables in the best subsets regressions. The opportunity to compare
models did not exist for all other response variables because the University of Reading
did not report models for cost and schedule growth metrics.

No interaction variables were included in this model. However, residual diagnostics
indicated clearly that non-constant variance was an issue. Of the variables being studied,
project area was not linear. The proper relationship between facility area and delivery
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speed was achieved using a log transformation of delivery speed and a weighted log
transformation for area. Transforming area greatly improved the residual distribution
and the variable’s individual significance in the model. In addition, once the proper
linear relationship was expressed, levels of explained variation improved dramatically.

- Cook’s influence distance was used to check for observations exhibiting a high level
of actual influence on the models’ ability to determine fitted values. Although the values
themselves were not extremely large, one job was clearly different from the others. This
particular public job suffered from the separation of appropriated funds for design and
construction and thus, caused a four year delay between design completion and the start
of construction. This ] ob caused the model to inaccurately track the data to its specific
situation. Therefore, it was omitted from the model. Leverage was also used to
determine how influential a case was in determining the regression coefficients.

With high actual influence points explained and transformations included, a final
model was tested. This model achieved an R-squared value of 88%. Figure C.8 shows
final regression output for the delivery speed model. The residual model diagnostics
shown in Figure C.9 indicate the model performed extremely well. Non-constant
variance was corrected through the transformation of area and delivery speed. This
allowed the model to track their true relationship.

Main findings showed that the delivery speed of design-build projects was, on
average, at least 33.5% faster than design-bid-build and 23.5% faster than construction
management at risk. In addition, construction management at risk projects were at least
13.3% faster than design-bid-build. '

C.4 COST GROWTH

Cost growth represented the percentage difference between final and contracted
project costs. The technical procedures used to develop the model for cost growth were
very similar to those utilized for the other models. Sections describing where the models
differed are described. Final model results and diagnostics are also offered.
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The final best subsets regression is shown in Figure C.10. Initially, the owner’s
ability to make decisions, the experience of subcontractors with the method of delivery,
the presence of legal constraints and specific facility systems were explaining 22% of the
variation in cost growth.

No interaction variables were included in this model. Transformations were not
used in this model because the relationships between variables were naturally linear.
This was made clear by investigating résidual diagnostics.

Cook’s influence distance was used to check for observations exhibiting a high level
of actual influence on the models’ ability to determine fitted values. Although the values
themselves were not extremely large, three jobs were clearly different from the others.
Two were high technology projects, another from the light industrial class. One of the
technology projects was a costly renovation, the other, an unusual chemical plant with a
unit cost of 674 dollars per square foot. The third constituted an open-air pedestrian
walkway atop a seven story parking deck. This project had a peculiar unit cost for its
class and was aggressively scheduled due to specific owner characteristics. These three -
jobs were removed from the model.

With high actual influence. points explained and residual diagnostics confirmed, a
final model was tested. This model achieved an R-squared value of 24%. Figure C.11
shows final regression output for the cost growth model. The residual model diagnostics
shown in Figure C.12 indicate the model was performing adequately. The performance
of this model was just over that of the best subsets regression.

Main findings showed that the cost growth of design-build projects was, on average,
at least 0.3% less than design-bid-build and 1% less than construction management at
risk. In addition, design-bid-build projects were at least 0.5% less than construction
management at risk.

C.5 SCHEDULE GROWTH

Schedule growth represented the percentage difference between as planned and as
build dates. The technical procedures used to develop the model for schedule growth are

| RS B FE T T 1111 Sl 1 JPRU § 533 i 0 Mottt



151
very similar to those utilized for the other models. Sections describing where the models
differ are described. Final model results and diagnostics are also offered.

The final best subsets regression is shown in Figure C.13. Initially, the owner’s
ability to make decisions, commercial terms, contract unit cost and project size were
explaining 16% of the variation in schedule growth.

No interaction variables were included in this model. Transformations- were not
used in this model because the relationships between variables were naturally linear.
This was made clear by investigatigig residual diagnostics.

Cook’s influence distance was used to check for observations exhibitiﬂg a high level
of actual influence on the models’ ability to determine fitted values. Althoﬁgh the values
themselves were not extremely large, four jobs were clearly different from the others.
Two of these were light industrial projects, each having extremely high unit cost and
schedule growth values. Project three was a complex office facility which had multiple
owners and inadequate funding which together, led to untimely decisions, poor
communication and severe delays. The fourth project, a multi-story dwelling,
experienced schedule growth of 116% percent. Removing these four jobs improved the
explained variation by four percent. In addition, residual diagnostics were adjusted.

With high actual influence points explained and residual diagnostics confirmed, a
final model was analyzed. This model achieved an R-squared value of 24%. Figure
C.14 shows final regression output for the schedule growth model. The residual model
diagnostics shown in Figure C.15 indicated the model was performing inadequately.
Several observations caused the model to be less than normal. Additionally, the residuals
versus fits plot showed a faint regularity of points in a row across the center of the plot.
This band was produced by a single group of projects. The data sample included 99
projects with exactly zero percent schedule growth. These jobs finished precisely the
date in which they had planned to finish. Therefore, the model had a difficult time
estimating or predicting fitted values for zero, thus causing a higher proportion of
residual than necessary.
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This model showed the schedule growth of design-build projects was, on average, at
least 11.4% less than design-bid-build and 2.18% less than construction management at
risk. In addition, construction management at risk projects were at least 9.19% less than
design-bid-build.
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Figure C.1: Final Best Subsets Regression for Unit Cost.

The following variables were included in all models:
Response, fam 1, fam 2, fam 3, fam 4, fam 6, cmr, db

203 cases used 144 cases contain missing values.

c ddNEETEECc
aM dbbexxxxo0
iade//w0OSO0Sn
snesgg wuwut
sy s cccnbnbu
oL g OFFDDRDM
R-S8g nelmlgnaaeeidi
Vars R-Sg (adj) C-p S sgspsmscclldt
1 99.0 98.9 7.1 19.426 X
1 18.5 14.6 2E+04 174.87 X
2 99.0 99.0 5.1 19.272 ' X X
2 99.0 99.0 6.9 19.365 X X
3 99.0 99.0 5.0 19.213 X X X
3 89.0 99.0 6.2 19.271 X X X
4 99.0 99.0 5.9 19.206 X X X X
4 99.0 99.0 6.3 19.224 X X XX
5 99.0 99.0 7.5 19.232 X X X XX
5 99.0 99.0 7.7 15.242 X X X X X
6 9%8.0 99.0 9.3 19.276 X X X XXX
6 99.0 99.0 9.4 19.279 X X XXXX
7 99.0 99.0 11.3 19.324 X X X X XXX
7 99.0 99.0 11.3 19.324 X X X X XXX
8 99.0 99.0 13.2 19.371 X X XX X XXX
8 99.0 99.0 13.2 19.372 X X XXX X XX
9 99.0 98.9 15.1 '19.420 X X XX XX XXX
9 99.0 98.9 15.1 19.421 X X X XXXXXX
10 99.0 98.9 17.1 19.469 X X XXXXXXXX
10 99.0 98.9 17.1 19.470 XXX XXXX XXX
11 99.0 8.9 19.0 12.520 XXX XXXXXXXX
11 99.0 98.9 19.0 - 19.522 X XXXXXXXXXX
12 99.0 98.9 21.0 19.573 XXXXXXXXXXXX
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Figure C.2: Final Regression Analysis for Unit Cost.

The regression equation is: - _

LogUnitCost = 0.0664 - 0.0129 fam 1 - 0.0112 fam 2 - 0.0220 fam 3
-0.0157 fam 4 + 0.0038 fam 5 - 0.0074 1*cmr - 0.0354 2*cmr
+0.0037 3*cmr - 0.0068 4*cmr - 0.0135 6*cmr - 0.0142 1*db
-0.0131 2*db - 0.00537 3*db - 0.0151 4*db - 0.0328 5*db
- 0.0229 6*db + 0.0519 1/LogArea + 0.00215 Response
- 0.0023 caiconfac - 0.0033 caicondel - 0.00350 ManyLeg
+0.983 LogContUC o

‘316 cases used 31 cases contain missing values

Predictor Coef StDhev T P
Constant 0.06641 0.02185 3.04 0.003
fam 1 -0.01287 0.01107 -1.16 0.246
fam 2 -0.01122 0.01381 -0.81 0.417
fam 3- -0.02202 0.01039 -2.12 0.035
fam 4 -0.01572 0.01285 .-1.22 0.222
fam 5 0.00376 0.01788 0.21 0.833
l*cmr -0.00738 0.01390 -0.53 0.596
2*cmr -0.03539 0.01925 ~1.84 0.067
3*cmr 0.00370 0.01119 0.33 0.741
4*cmr -0.00680 0.01244 -0.55 " 0.585
6*cmr -0.01349 0.01113 -1.21 0.226
1*db -0.014191 0.008679 -1.64 0.103
2*db ~ -0.01306 0.01621 -0.81 0.421
3*db -0.005370 0.009379 ~-0.57 0.567
4*db ~-0.01505 0.01267 -1.19 0.236
5*db -0.03284 0.01956 -1.68 0.094
6*db -0.02291 0.01238 -1.85 0.065
1/LogAre 0.05186 0.09327 0.56 0.579
Response 0.002152 0.005893 0.37 0.715
caiconfa -0.00228 0.02889 -0.08 0.937
caiconde -0.00327 0.02661 -0.12 0.902
ManyLeg -0.003502 0.004419 -0.79 0.429
LogContU 0.983296 0.007990 123.06 0.000
S = 0.03499 R-Sg = 99.1% R-Sqg(adj) = 99.0%
Analysis of Variance

Source DF SSs MS F P
Regression 22 38.0218 1.7283 1411.47 0.000
Error 293 0.3588 0.0012

Total 315 38.3805
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Figure C.3: Residual Model Diagnostics for Unit Cost.

Normal Plot of Residuals | Chart of Residuals
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Figure C.4: Final Best Subsets Regression for Construction Speed.

The following variables were included in all models:
Response, fam 1, fam 2, fam 3, fam 4, fam 6, cmr, db

329 cases used 20, cases contain missing values. “

NEDNGC R 1
uxeeo A e /
mS s w.n Ev s 1
CucC tffxgHp o
lbmcuaacCCCo g
aFponmmoppnec w
R-Sq ualni ml1lsmde
Vars R-Sg (adj) C-p S sctstbdblmxxerbi
1 55.2 55.0 87.6 11121 X
1 16.1 15.9 447.2 15213 X
2 61.3 61.1 33.3 10349 X X
2 58.0 57.7 63.8 10783 . : , X X
3 62.7 62.3 22.7 10180 X X X
3 62.6 62.3 22.9 10183 X X X
4 64.2 63.8 10.5 9983.6 X X XX
4 64.1 63.7 11.3 9996.2 XX X X
5 64.7 64.1 8.4 9936.3 X X X X X
5 64.5 64.0 9.5 9953.3 XX XX X
6 64.9 64.3 7.8 9911.3 X X X X X X
6 64.9 64.2 8.3 9919.8 X X XX XX
7 65.4 64.6 5.8 8865.3 X X X X X X X
7 65.3 64.5 6.6 9878.0 X X XX X X X
8 65.7 64.9 4.6 9831.3 X X X X XX X X
8 65.5 64.7 6.4 9859.7 X X X XXX X X
9 65.8 64.9 5.4 9827.9 X X XX X XX X X
9 65.7 64.8 6.4 9842.9 X X XXXXX XX
10 65.9 64.8 7.2 9839.6 X X XXXXXX XX
10 65.9 64.8 7.3 9841.8 XXX XX XXX XX
11 65.9 64.7 9.1 9853.9 XXX XXXXXX XX
11 65.9 . 64.7 9.1 9854.3 XX XXXXXXXXX
12 65.9 64.6 11.0 9868.7 XXX XXXXXXXX
12 65.9 64.6 11.1 9869.1 XXXX XXXXZXX X X
13 65.9 64.5 13.0 9884.1 XXXX XXXXXXXXX
13 65.9 64.5 13.0 9884.1 XXXXXXXXXXXXX
14 65.9 4 15.0 9899.7 XXXXXXXXXXXXXX

64.

) T I R I | I B TE Ty ™"




157
Figure C.5: Final Regression Analysis for Construction Speed

The regression equation is:

logCspd =-1.32 + 0.0553 fam 1 + 0.0674 fam 2 + 0.0829 fam 3 - 0.0424 fam 4
+0.189 fam 5 + 0.210 1*cmr - 0.0017 2*cmr + 0.0201 3*cmr
+0.113 4*cmr + 0.0720 6*cmr + 0.0941 1*db - 0.0652 2*db
+0.0476 3*db + 0.205 4*db - 0.0444 5*db + 0.121 6*db .
- 0.0359 HCplx +0.0430 Response + 0.0930 ExComm + 1.12 1/1ogUC
+0.0742 DesCmplt - 25.9 1/logweightarea

344 cases used 5 cases contain missing values

Predictor Coef StDev T P-
Constant -1.3227 .0.1199 -11.03 0.000
fam 1 0.05528 0.05501 1.00 0.316
fam 2 0.06738 0.06783 0.99 0.321
fam 3 - 0.08286 . -0.05382 1.54 0.125
fam 4 -0.04238 0.06421 -0.66 0.510
fam 5 -0.18863 0.09218 2.05 0.042
l1*cmr 0.21048 0.07307 2.88 0.004
2*cmr -0.00172 0.095947 ~0.02 0.986
3*cmr 0.02013 0.05684 0.35 0.723
4*cmr 0.11333 .. 0.06259 1.81 0.071
6*cmr 0.07201 0.05550 1.30 0.195
1*db 0.09411 0.04755 1.98 0.049
2*db -0.06522 0.08036 -0.81 0.418
3*db 0.04764 0.05000 0.95 0.341
4*db 0.20470 0.06757 3.03 0.003
5*db -0.04438 0.09950 -0.45 0.656
6*db 0.12108 0.06209 1.95 0.052
HCplx -0.03593 0.02301 -1.56 0.119
Response 0.04302 0.02933 1.47 0.143
ExComm 0.09304 0.02403 3.87 0.000
1/loguUC 1.1153 0.1234 . 9.04 0.000
DesCmplt 0.07418 0.02605 2.85 0.005
1/logwei -25.9248 0.7063 -36.70 0.000
S = 0.1827 R-Sg = 88.9% R-Sg(adj) = 88.1%
Analysis of Variance

Source DF 88 MS F P
Regression 22 85.8227 3.9010 116.91 0.000
Error 321 10.7107 0.0334

Total 343 96.5334
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Figure C.6: Residual Model Diagnostics for Construction Speed.
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Figure C.7: Final Best Subsets Regression for Delivery Speed.

The following variables were included in all rﬁodels :-':
Response, fam 1, fam 2, fam 3, fam 4, fam 6, cmr, db

304 cases used 46 cases contain missing values.

N P EDNZC
u o XxXeeo A
- moBEBESswneE v
Crxuldc txHg
loCbmcucCccCcCa
: MaChFponoppr
R-Sq iuaealnimlile
Vars R-Sq {adj) C-p S mspmctstmxxa
1 63.5 62.4 39.8 8369.3 X
1 25.6 23.3 376.3 11951 X
2 64.7 63.5 30.8 8239.6 X X
2 64.4 63.2 34:.1 8283.2 X X
3 65.5 64.2 26.2 8166.0 X X X
3 65.5 64.2 26.3 8167.7 XX X
4 66.4 65.0 20.5 8076.0 X XX X ~
4 66.1 64.7 22.8 8107.1 X X X X
5 66.8 65.4 18.2 8031.7 X XX X X
5 66.8 65.3 18.3 8032.7 X XX X X
6 67.3 65.7 16.2 7990.4 X XX XX X
6 67.2 65.6 17.4 8007.5 X X X X X X
7 67.6 65.9 15.3 7964 .6 X X X X X X X
7 67.4 65.7 16.9 7987.0 X X X X XXX
8 67.9 66.1 15.2 7949.7 X XX XXXXX
8 67.7 65.9 16.4 7965.4 X X XX XXX X
°] 68.1 66.2 15.4 7937.5 X X X X XXXXX
°) 67.9 66.0 17.1 7961.5 X XXX XXXXX
10 68.1 66.1 17.2 7948.7 X XXXX XXXXX
10 68.1 66.1 17.2 7949.3 XXX XX XXXXX
11 68.1 66.0 18.0 7960.7 XXXXXX XXXXX
11 68.1 66.0 19.1 7962.1 X XXXXXXXXXX
12 68.1 65.9 21.0 7974 .3 XXXXXXXXXXXX
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Figure C.8: Final Regression Analysis for Delivery Speed.

The regression equation is:
logdelspd = - 1.12 +0.0864 fam 1 - 0.0734 fam 2 - 0.0751 fam 3 - 0.130 fam 4
+0.220 fam 5 + 0.198 1*cmr + 0.062 2*cmr + 0.0985 3*cmr
+0.130 4*cmr - 0.0265 6*cmr + 0.206 1*db + 0.132 2*db + 0.239 3*db
+0.297 4*db - 0.019 5*db + 0.138 6*db - 0.101 NumClaus
+0.0673 ExSubFac + 0.101 DesCmplt -0.000257 ContUnitCost

+0.128 ExComm - 0.208 HCplx - 0.154 AvgCplx - 0.0195 Response

- 0.0757 New const - 28.3 1/logareaweight

328 cases used 22 cases contain missing values

Predictor
Constant
fam 1

fam
fam
fam
fam
l*cmr
2*cmr
3*cmr
4*cmr
6*cmx
1*db
2*db
3*db
4*db
5*db
6*db
NumClaus
ExSubFac
DesCmplt
ContUnit
ExComm
HCplx
AvgCplx
Response
New cons
1/logare

b wNn

S =

0.2094

Analysis of

Source
Regression
Error
Total

~0.

Coef
-1.1231
0.08643

-0.07338
-0.07514
-0.12983
0.2198
0.19769
0.0621
.09850
.13042
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.20588
.13228
.23909
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.00025657
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20803
15450
-0.0194s8
-0.07568
-28.2668

-0.

R-Sqg
Variance
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327 1

StDev
0.1554
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0.08698
0.1158
.06568
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.06601
.05662
.09520
. 05845
.08377
0.1144
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0.04105
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0.00006042
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Figure C.9: Residual Model Diagnostics for Delivery Speed.

Normal Plot of Residuals | Chart of Residuals
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Figure C.10: Final Best Subsets Regression for Cost Growth.

The following variables were included in all models:
Response, fam 1, fam 2, fam 3, fam 4, fam 6, cmr, db

196 cases used 152 cases contain missing values.

ddNEEE PEE N C C
dbbexxx 0 X X Mua o
e/ /wOCSE o SD ami n
s gg wouzx rue  HncCs t
ceccnnbC SbccCyls u
g OFFFhPcDipLaoMn
R-8g mcgnaaaeuoedleunali
Vars R-Sqg (adj) Cc-p s Ppmscccmbplexgsstt
1 6.9 2.4 30.2 8.0298 X
1 6.7 2.2 30.5 8.0366 X
2 9.8 4.9 25.7  7.9247 X X
2 9.5 4.7 26.3 7.9354 X X
3 12.6 7.4 21.5 7.8209 X X X
3 12.3 7.1 22.1 7.8334 X X X
4 15.0 9.4 18.2 7.7342 X X X X
4 14.7 9.2 18.8 7.7458 X X XX
5 16.3 10.3 17.3 7.6947 X X X XX
5 16.2 10.2 17.6 7.7020 X X X X X
6 17.5 11.2 16.6 7.6595 X X X X XX
6 17.4 11.0 16.9 7.6662 X X XX XX
7 18.7 12.0 15.9 7.6251 XX X X X XX
7 18.6 11.8 16.3 7.6322 X X X X X X X
8 19.6 12.4 16.0 7.6062 X X X X X XX X
8 19.5 12.3 16.2 7.6089 XX X X X X X X
9 20.2 12.6 16.7 7.5984 XXXX X X XX X
9 20.2 12.6 16.7 7.5986 X X X XXX XX X
10 20.9 12.8 17.2 7.5875 XXXX X X X XX X
10 20.7 12.7 17.5 7.5944 X XXXXX X XX X
11 21.4 12.9 18.0 7.5839 XXXX X XXX XX X
11 21.4 12.9 18.1 7.5858 XX XXXXX X XX X
12 21.9 12.9 19.0 7.5827 XXXX X XXX XXXX
12 21.9 12.9 19.0 7.5835 XXXXXXXX X XX X
13 22.3 12.9 20.1 7.5845 XX XX X XXXXXXXX
13 22.2 12.9 20.1 7.5859 XXXXXXXX XXXX X




163
Figure C.11: Final Regression Analysis for Cost Growth.

The regression equation is:

‘CostGrwth=10.6 +0.22 fam 1 -1.79 fam 2 -2.16 fam 3 - 1.88 fam 4
+0.03 fam 5 + 0.16 1*cmr - 3.49 2*cmr + 3.59 3*cmr + 2.23 4*cmr
+0.71 6*cmr + 1.44 1*db - 1.59 2*db - 3.87 3*db - 1.54 4*db
+7.07 5*db - 1.23 6*db + 8.67 des gmp - 3.72 db/gc cp
- 2.57 db/gc gmp - 3.57 New const + 0.74 ExSubFac - 2.78 ExChem
+2.23 HCplx - 1.42 ManyLeg + 3.78 NumClaus - 4.62 Caissons
+ 0.08 Response - 0.00276 ContUnitCost

196 cases used 152 cases contain missing values

Predictor Coef StDev T ) P
Constant 10.600 2.665 --3.98 0.000
fam 1 0.221 2.543 0.09 0.931
fam 2 -1.788 3.162 -0.57 0.572
fam 3 ~-2.158 2.577 ~-0.84 0.404
fam 4 -1.884 3.252 -0.58 0.563
fam 5 “ 0.027 4.314 0.01 0.995
l1*cmr 0.164 3.191 0.05 0.959
2*%cmr -3.491 4.337 ~0.80 0.422
3*cmr _ 3.588 2.706 1.33 0.187
4*cmr 2.231 3.081 0.72 0.470
6*cmr 0.709 2.679 0.26 0.792
1*db 1.438 3.093 0.46 0.643
2*db -1.590 7.901 © -0.20 0.841
" 3*db -3.867 3.820 -1.01 0.313
4*db -1.541 4.130 . -0.37 0.709
5*db 7.073 5.816 1.22 0.226
6*db -1.227 3.893 -0.32 0.753
des gmp 8.667 2.776 3.12 0.002
db/gc cp -3.718 1.843 -2.02 0.045
db/gc gm -2.567 1.588 -1.62 0.108
New cons -3.575 1.303 -2.74 0.007
ExSubFac 0.745 1.239 0.60 0.549
ExChem -2.775 1.192 -2.33 0.021
HCplx 2.230 1.289 1.73 0.086
ManyLeg -1.422 1.352 -1.05 0.294
NumClaus 3.776 1.935 1.95 0.053
Caissons -4.617 2.692 -1.71 0.088
Response 0.078 1.888 0.04 0.967
ContUnit -0.002763 0.002516 -1.10 0.274
S = 7.322 R-Sq = 24.4% R-Sq(adj) = 11.7%
Analysis of Variance
Source DF SSs MS F P
Regression 28 2891.19 103.26 1.93 0.006

Error 167 8954 .25 53.62
Total 195 11845.44 .
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Figure C.12: Residual Model Diagnostics for Cost Growth.
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Figure C.13: Final Best Subsets Regression for Schedule Growth.

The following variables were included in all models:
Response, fam 1, fam 2, fam 3, fam 4, fam 6, cmr, db.

202 cases used 145 cases contain missing values.

c PEA B N
o oxd E x E e Y
n oDgqg xCExdw e
u reD DoxSe n s
nASce BnCcscelP
ircicCDDoo ogo
R-Sqg teodilIeemplnoo
Vars R-8Sq (adj) C-p 5] capedPllmesstl
1 13.0 8.9 5.3 12.442 X
1 10.6 6.4 10.4 12.608 X
2 14.2 9.7 4.7 12.387 XX
2 13.6 9.1 5.9 12.427 X X
3 15.1 10.2 4.7 12.352 XX X
3 14:6 9.6 5.9 12.392 XX X
4 15.5 10.1 5.9 12.358 XX X X
4 15.4 10.0 6.1 12.363 XX X X
5 15.9 10.1 7.0 12.360 XX X X X
5 15.7 9.9 7.4 12.374 X X X XX
6 16.2 9.9 8.5 12.374 X X X X X X
6 16.1 9.8 8.5 12.376 XX X X X X
7 16.4 9.6 9.9 12.389 X X X XX XX
7 16.4 9.6 10.0 12.391 X X X X X X X
8 16.6 9.4 11.4 12.405 X X X X X X X. X
8 16.5 9.3 11.7 12.415 X X X X X XXX
9 16.7 9.1 13.2 12.430 X XXX XX X X X
9 16.7 9.0 13.2 12.431 XX XXXX XX X
10 16.8 8.6 15.1 12.460 XXXX X X XXX X
10 16.8 8.6 15.1 12.462 X X XX XX XXX X
11 16.8 8.1 17.0 12.493 XXXXXXX XXX X
11 16.8 8.1 17.0 12.493 XXXX X X XXXXX
12 16.8 7.6 19.0 12.527 XXXXXXX XXXXX
12 16.8 7.6 19.0 12.527 XXXXXXXX X X X X
13 16.8 7.1 21.0 12.561 XXXXXXXX XXXXX
13 16.8 7.1 21.0 12.561 XXXXXXX XXXXXX
14 16.8 6.6 23.0 12.596 XXXXXXXXXXXXXX
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Figure C.14: Final Regression Analysis for Schedule Growth.

The regression equation is:

SchedGrwth = 15.3 - 4.05 fam 1 + 6.72 fam 2 + 1.69 fam 3 + 9.11 fam 4
-10.0 fam 5 - 5.02 1cmr - 4.95 2cmr - 8.69 3cmr - 16.3 4cmr
-7.69 6¢mr - 0.73 1db - 18.8 2db - 9.01 3db - 25.9 4db - 1.08 5db
- 7.83 6db - 3.46 Response - 0.00560 planS - 0.04 New const
- 1.05 negot + 4.07 YesPool - 6.12 ExSubFac - 2.88 des Is

215 cases used 132 cases contain missing values

Predictor Coef StDhev T P
Constant 15.254 4.800 3.18 0.002
fam 1 -4.047 3.874 -1.04 0.298
fam 2 6.722 4.937 1.36 0.175
fam 3 1.689 3.740 0.45 0.652
fam 4 9.110 4.683 1.95 0.053
fam 5 -10.028 7.257 -1.38 0.16°
lcmr -5.018 5.186 -0.97 0.334
2cmr -4.951 7.876 -0.63 0.530
3cmr -8.688 4.364 -1.99 0.048
4cmr -16.315 4.765 -3.42 0.001
6cmr -7.686 4.058 -1.89 0.060
1db -0.733 5.913 -0.12 0.901
2db : -18.81 13.85 -1.36 0.176
3db -9.008 6.694 -1.35 0.180
4db -25.943 7.038 -3.69 0.000
5db -1.075 9.360 -0.11 0.909
6db -7.827 6.705 -1.17 0.245
Response -3.463 2.806 -1.23 0.21°
planS -0.005599 0.001778 -3.15 0.002
New cons -0.036 2.165 -0.02 0.987
niegot -1.054 2.363 -0.45 0.656
YesPool 4.069 3.006 1.35 0.177
ExSubFac -6.121 2.095 -2.92 0.004
des 1s -2.881 2.086 -1.38 0.169
S = 12.97 R-Sq = 23.6% R-Sqg{adj) = 14.4%
Analysis of Variance

Source DF SS MS F P
Regression 23 9903.9 430.6 2.56 0.000
Error 191 32116.9 168.2

Total 214 42020.8
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Figure C.15: Residual Model Diagnostics for Schedule Growth.

Normal Plot of Residuals | Chart of Residuals
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