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An unsupervised machine learning model for discovering latent infectious diseases 

using social media data 

1. Introduction 

 

While recent medical advancements have enabled biomedical 

professionals to diagnose many acute and chronic diseases with 

well-defined symptoms, many diseases still show heterogeneous 

manifestations of symptoms. Furthermore, a large number of 

individuals have difficulties diagnosing such heterogeneous 

symptoms, which creates a burden for the public health sector [1]. 

In order to address such problems, some existing studies 

comprehensively elucidate the relationships between symptoms 
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Introduction: The authors of this work propose an unsupervised machine learning model that has 

the ability to identify real-world latent infectious diseases by mining social media data. In this 

study, a latent infectious disease is defined as a communicable disease that has not yet been 

formalized by national public health institutes and explicitly communicated to the general public. 

Most existing approaches to modeling infectious-disease-related knowledge discovery through 

social media networks are top-down approaches that are based on already known information, 

such as the names of diseases and their symptoms. In existing top-down approaches, necessary 

but unknown information, such as disease names and symptoms, is mostly unidentified in social 

media data until national public health institutes have formalized that disease. Most of the 

formalizing processes for latent infectious diseases are time consuming.  Therefore, this study 

presents a bottom-up approach for latent infectious disease discovery in a given location without 

prior information, such as disease names and related symptoms. 

Methods: Social media messages with user and temporal information are extracted during the data 

preprocessing stage. An unsupervised sentiment analysis model is then presented. Users’ 

expressions about symptoms, body parts, and pain locations are also identified from social media 

data. Then, symptom weighting vectors for each individual and time period are created, based on 

their sentiment and social media expressions. Finally, latent-infectious-disease-related 

information is retrieved from individuals’ symptom weighting vectors.   

Datasets and Results: Twitter data from August 2012 to May 2013 are used to validate this study. 

Real electronic medical records for 104 individuals, who were diagnosed with influenza in the 

same period, are used to serve as ground truth validation. The results are promising, with the 

highest precision, recall, and F1 score values of 0.773, 0.680, and 0.724, respectively. 

Conclusion: This work uses individuals’ social media messages to identify latent infectious 

diseases, without prior information, quicker than when the disease(s) is formalized by national 

public health institutes. In particular, the unsupervised machine learning model using user, textual, 

and temporal information in social media data, along with sentiment analysis, identifies latent 

infectious diseases in a given location. 

 © 2016 Elsevier Inc. All rights reserved. 
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and diseases [2]. However, this approach reveals the limitations of 

effectively discovering latent infectious diseases. In this work, a 

latent infectious disease is defined as a communicable disease that 

has not yet been formalized by national public health institutes and 

explicitly communicated to the general public. In many cases, it 

takes longer or is impractical to formalize the symptoms of latent 

infectious diseases. Some biomedical researchers have developed 

methodologies to detect infectious diseases using electronic 

medical records (EMRs) [3]. However, access to EMRs is limited 

and strictly regulated because of patient privacy and consent [4]. 

Furthermore, an infectious disease requires treatment before one 

can gain access to EMRs, because an infectious disease spreads in 

a given population within a short period of time. Therefore, 

identifying infectious diseases is necessary for medical treatments 

in advance of the spread of diseases that results in an increased 

number of patients and excessive medical expenses [5]. 

Recently, social media (e.g., Twitter, Facebook, Instagram) has 

become especially significant as easy-to-access,  real-time, and 

low-cost information sources in biomedical fields [6-10]. Social 

media data are utilized to communicate among patients and 

biomedical professionals and to monitor medical-related 

emergences or infectious diseases [11,12]. In addition, recent 

advances in social media analysis techniques have enabled 

researchers to transform social media data into infectious-disease-

related knowledge [13,14].  

Most existing studies on discovering infectious-disease-related 

information in social media networks use top-down approaches 

based on already known information, such as the names of diseases 

(e.g., Zika, Ebola) or their symptoms (e.g., fever, headache, 

diarrhea). However, top-down approaches are not appropriate for 

discovering “latent” infectious diseases in social media networks, 

because necessary information (e.g., the names of diseases and 

their symptoms) for top-down disease discovery is mostly 

unknown before national public health institutes, such as the 

Centers for Disease Control and Prevention (CDC), formalize 

latent infectious diseases for a given location and communicate 

that information to the public. For example, individuals did not use 

the term “Zika” on social media before CDC named the new virus 

“Zika”. Even if the CDC had already named a disease “Zika”, 

individuals may not use the term “Zika” on social media if they 

are unaware that Zika had spread to their region. Therefore, this 

research proposes a bottom-up approach instead of top-down 

approach for latent infectious disease discovery in a given location 

without prior information, such as disease names and related 

symptoms. This research is based on unsupervised machine 

learning algorithms, that use user, textual, and temporal 

information from social media networks, along with unsupervised 

sentiment analysis. A case study involving real EMRs and user, 

textual, and temporal information from Twitter data validates the 

proposed approach. 

This model could prove useful for various disease-related 

research and applications through the use of easy-to-access, real-

time, and low-cost social media data. In particular, this study can 

help biomedical professionals identify latent infectious diseases, 

in order to prevent a growing number of patients in a given 

location and excessive medical expenses. 

The remainder of the paper is organized as follows: Section 2 

outlines the literature related to this work. Section 3 presents the 

method based on unsupervised machine learning algorithms and 

sentiment analysis. Section 4 introduces the case study, and 

Section 5 presents the experimental results and discussion. Section 

6 concludes the paper. 

 

2. Literature review 

 

The literature review describes literature related to disease-

related information retrieval from social media networks (section 

2.1) and unsupervised machine learning algorithms using social 

media data (section 2.2). 

 

2.1. Disease-related information retrieval from social media 

networks 

 

Disease-related information is substantial for disease 

monitoring, prevention, and control [13,15]. Traditional disease-

related information retrieval systems from EMRs or biomedical 

professionals take time and have expensive processes [16]. Social 

media networks have recently been used for disease-related 

information retrieval as easy-to-access and real-time information 

sources. Merolli et al. review the studies on the effects of social 

media on chronic disease patients and explore the different ways 

that chronic disease patients use social media [8]. Paul and Dredze 

propose the Ailment Topic Aspect Model using supervised tweet 

filtering to mine general-public-health-related topics from Twitter 

data [17]. Heaivilin et al. show that social media data can be used 

as a potential source for dental surveillance [18]. 

Keyword-based methods and supervised-learning-based 

methods are two types of methodologies that identify disease-



related textual information from social media data [19]. Keyword-

based methods require a dictionary containing disease-related 

keywords as given information. A social media message is 

classified as “related” if it contains any keywords in the dictionary. 

Otherwise, it is classified as “non-related” [20]. For instance, 

several studies on flu-related-keywords are proposed to identify 

future influenza rates and influenza-like illness using Twitter data 

[21], Google search queries [22], and blog posts [23]. Polgreen et 

al. demonstrate the relationship between search queries for 

influenza and actual influenza occurrence with the keywords 

“influenza” and “flu” using the Yahoo! search engine [24]. Yang 

et al. introduce a method to detect the relationship between drugs 

and adverse drug reactions (ADRs) with related keywords [25]. 

Hamed et al. propose a network mining approach for linking and 

searching biomedical literature related to drug interaction and 

side-effects using Twitter hashtags [9]. Bhattacharya et al. present 

methodologies for surveillance of health beliefs on Twitter using 

probe statements, related to sickness, drugs, or diseases, that are 

selected manually [26] and automatically [27], respectively. 

Keyword-based methods are also applied to identify disease-

related genes [14] and adverse drug events (ADEs) [28] from 

healthcare social media data.  

Supervised-learning-based methods assume that researchers 

can use human labeled training data and classify the necessary 

information based on labeled training data [20]. Collier and Doan 

propose an algorithm to detect illness-related tweets based on 

naïve Bayes classifiers and support vector machines (SVMs) [29]. 

Aramaki et al. also use SVMs to train classifiers in order to detect 

flu-related tweets [30]. Huh et al. apply a binary classifier to 

WebMD’s online diabetes community data for assisting 

moderators in the community [10]. Bodnar et al. develop a 

supervised-learning-based system for disease detection at the 

individual level using a sample of professionally diagnosed 

individuals from social media data [31]. Tuarob et al. present an 

ensemble supervised-learning-based method that uses multiple 

classifiers in order to improve the performance of health-related 

social media message classification [19]. There are several studies 

on discovering information and evidence about ADRs based on 

social media data, such as Twitter data [12,32] and medical forum 

posts [33].  

    Table 1 illustrates a summary of previous studies and this work 

in relation to disease-related information retrieval contributions. 

Previous studies on disease-related information retrieval from 

social media networks are based on top-down approaches that use 

given information, such as predetermined disease-related 

keywords [9,14,18,22-28] or human-labeled training data 

[10,12,17,19,29-34]. However, given information for latent 

infectious disease discovery is not enough to select disease-related 

keywords, because latent infectious diseases are nameless, before 

national public health institutes formalize latent infectious 

diseases. Furthermore, their symptoms may be ambiguous. In 

addition, manual labeling in social media networks is an expensive 

process, and manually labeled training social media data are not 

available when trying to identify information about latent 

infectious diseases. In this research, a bottom-up method is 

presented in order to identify latent-infectious-disease-related 

content expressed in social media networks, without information 

such as disease-related keywords or human labeled training data.  

 

Table 1.  

Summary of previous studies and this work on disease-related 

information retrieval 

References Disease-related 

keywords 

Human labeled 

training data 

[9,14,18, 22-28] Required Not required 

[10,12,17,19,29-34] Not required Required 

Ours Not required Not required 

 

2.2. Unsupervised machine learning algorithms using social 

media data 

 

Unlike supervised learning algorithms, which train a learner 

based on manually labeled training data and then use the trained 

learner to classify unlabeled data, unsupervised machine learning 

algorithms train a machine to discover hidden structures and 

patterns from unlabeled data without target variables [35].  Several 

researchers have applied unsupervised machine learning 

algorithms to biomedical areas. For example, Zhang and Elhadad 

present a stepwise unsupervised method to recognize named 

entities from biomedical textual data [36]. Wiley et al. use 

association rule learning to examine pharmaceutical drug 

discussions on 10 different social media networks and discover 

that the characteristics of social media affect the content of 

discussions [37]. Huang et al. present a probabilistic risk 

stratification model based on topic modeling for clinical risk 

stratification [38]. Poole et al. propose an unsupervised learning 



method in order to learn laboratory test reference intervals using 

laboratory results and coded diagnoses [39].  

Clustering is one of the traditional unsupervised machine 

learning algorithms. Clustering algorithms, such as the k-means 

algorithm, k-medoids algorithm, and hierarchical clustering 

algorithm, divide the entire unlabeled data into relatively 

homogeneous clusters in order to maximize data similarity within 

the cluster and data dissimilarity outside the cluster [40-42]. 

Unsupervised clustering algorithms find natural clusters without 

prior information, such as the predetermined number of clusters 

and specific characteristics of clusters [43]. Cluster algorithms 

have actively been used in biomedical research fields due to 

rapidly growing biological and medical data generation [44]. For 

instance, various clustering algorithms are applied to biomedical 

natural language processing and ontologies [45-49], medical 

image data analysis [50,51], cytometry data analysis [52,53], and 

physiological data analysis [54,55]. In particular, cluster 

algorithms are known as one of the most successful methods for 

genetic data analysis, such as gene expression data analysis [41,56-

58], protein information analysis (e.g., analyzing protein structure, 

protein sequence, protein-protein interaction) [59,60], and 

genealogy reconstruction [61]. Clustering is already widely 

applied to disease-related information retrieval for outbreak 

detection [62,63], disease progression analysis [40,64,65], and 

disease clustering using EMRs [66] as well. Clustering algorithms 

using social media data have recently been applied to biomedical 

research. Text clustering algorithms using social media data are 

applied to discover health-related topics [67] and extract ADR-

related postings [68]. Yang et al. use k-means algorithms for 

filtering ADR-related textual information from social media data 

[69]. 

Unsupervised (or partially supervised) sentiment analysis is 

used for biomedical studies as well. A partially supervised 

approach has been used to monitor content containing negative 

sentiments related to various drugs and medicines and to identify 

potential ADRs from web forums [70]. Cameron et al. also use 

sentiment extraction techniques that recognize sentiment-related 

formal or slang expressions and assess the topic-dependent 

polarity of each sentiment to discover sentiment clues from web-

forum posts [11].      

While several existing methodologies based on unsupervised 

machine learning algorithms and sentiment analysis have been 

applied to various biomedical areas, limited contributions have 

been made to identify latent infectious diseases in a given location. 

Existing methodologies above, based on predetermined attributes 

(e.g., gene expression or biochemical properties for genetic data 

analysis), are difficult to apply to latent infectious disease-related 

information retrieval, since disease attributes are not 

predetermined and such methodologies require prior information 

for diseases (e.g., the names of diseases or their symptoms) or 

EMRs. The main contribution of the proposed unsupervised 

machine learning model is to discover latent infectious diseases 

without using predetermined disease attributes.  

 

3. Method 

 

    Fig. 1 outlines this research. First, social media messages with 

user and temporal information are extracted during the data 

preprocessing stage. Then, an unsupervised sentiment analysis 

model is presented. Users’ expressions about symptoms, body 

parts, and pain locations are also identified from social media data. 

The method then creates symptom weighting vectors for each 

individual and time period, based on their sentiment and social 

media expressions. Finally, latent-infectious-disease-related 

information is retrieved from individuals’ symptom weighting 

vectors. 

 

Fig. 1. Overview of this study 

 
Fig. 2. Symptom discovery (A: messages that contain 

expressions about symptoms, body parts, or pain locations, but 

express positive sentiment, B: messages that express negative or 

neutral sentiments, but contain no expressions about symptoms, 

body parts, or pain locations, C: messages that contain 

expressions about symptoms, body parts, or pain locations and 

express negative or neutral sentiments) 

 



3.1. Social media data acquisition and preprocessing 

     

    Social media messages, along with user, temporal, and 

geospatial information, are extracted. Users’ geospatial 

information, extracted from their social media messages or profiles, 

are selected for this study. Social media application program 

interfaces (APIs) can be used for data extraction (e.g., Twitter API 

[71] for extracting tweets). Only User IDs, timestamps, geospatial 

information, and textual information of each message, are filtered 

and extracted. t is defined as a unit of time (e.g., one day, one week, 

one month), and each user’s social media messages are subdivided 

based on t.  

    Data preprocessing is then implemented to remove noise and to 

enhance the quality of the results, because social media data are 

filled with noise that can produce unexpected results [72]. 

Specifically, stop words (e.g., “the,” “an”) are removed, which 

represent language-specific functional terms and frequently 

occurring words in the English dictionary that would be 

superfluous for disease-related information retrieval [73]. In 

addition, correcting misspellings and lowercasing are 

implemented, as well as stemming. Punctuation and hyperlinks are 

also removed. For example, an original tweet “The positive thing 

is that if its true we have a year to save up lol” is converted to 

“positive thing that if it true we have year save up” after 

preprocessing. Once data preprocessing has been established, it 

can be applied to any textual messages from different social media 

platforms without modification by domain experts. 

 

3.2. Symptom discovery from social media data 

 

    Both 1) unsupervised sentiment analysis and 2) users’ symptom, 

body part, and pain location expressions extracted from social 

media data are used to identify whether or not a social media 

message contains an individual’s potential symptoms related to a 

latent disease. If a message contains symptom, body part, or pain 

location expressions, but expresses positive sentiment, the user’s 

potential symptoms cannot be identified from the message (A in 

Fig. 2), because the user’s symptoms, such as ADRs, cannot be 

accompanied by positive sentiment [12]. For instance, the message 

“I had a headache the past two days, feeling better now because 

drugs, thanks mom!!!,” which expresses positive sentiment, 

indicates that the user no longer has symptoms, even though the 

message contains a symptom expression (i.e., headache.) If a 

message expresses negative or neutral sentiments, but has no 

symptom, body part, or pain location expressions, it cannot be 

classified as indicating a user’s symptoms, since a symptom or 

disease is just one of the reasons for the negative or neutral 

sentiments (B in Fig. 2). For example, a message “I hate seeing 

bad parenting” expresses negative sentiment but is not related to 

the user’s symptoms or diseases. Thus, only messages that express 

negative or neutral sentiments, along with symptom, body part, or 

pain location expressions (C in Fig. 2), are classified as containing 

a user’s potential symptoms that relate to latent-infectious-disease-

related information. These messages are identified through the 

method in order to discover latent infectious diseases. 

  

3.2.1. Unsupervised sentiment analysis 

    Sentiment analysis uses natural language processing, text 

analysis, and computational linguistics to quantify subjective 

information (i.e., emotions) in a textual message. Since labeled 

training data is not used in this method, SentiStrength, developed 

by Thelwall et al. [74], is employed for an unsupervised sentiment 

analysis that does not use labeled training data. A social media 

message is used as an input, and the output is a sentiment score 

that ranges from -5 to 5. Positive and negative numbers indicate 

positive sentiment (P) and negative sentiment (N), respectively, 

and 0 is neutral (-). Table 2 illustrates an example of unsupervised 

sentiment analysis for tweets.  

 

Table 2.  

An example of unsupervised sentiment analysis (P: positive 

sentiment, N: negative sentiment, -: neutral) 

Original tweet Sentiment 

Score P/N/- 

I have the worst cough today. The people on 

the plane HATE me 

-3 N 

i am the feeling the fatigue -2 N 

what a beautiful day to buy a ton of new 

clothes 

2 P 

I have no opinion about anything at all 0 - 

… … … 

 

3.2.2. Discovering users’ symptom expressions, body part 

expressions, and pain location expressions from social media data 

    Among all social media messages written by all individuals, 

only the messages containing negative or neutral sentiments are 

considered for this section (e.g., the first, second, and fourth tweets 



in Table 2). A symptom list, a body part list, and a pain location 

list, along with their relationships, are used in this work for 

identifying individuals’ potential symptoms based on the 

definitions and assumptions below. 

 

 A symptom is defined as subjective evidence of the 

disease observed by the individual [75].  

 Identifying individuals’ symptom expressions is 

necessary for discovering diseases, because a disease, 

even a latent infectious disease, can be characterized by 

different symptom combinations [2,76].   

 It is assumed that listing all patient symptoms is 

available, because it is known that the number of 

symptoms that a patient expresses is finite [77].  

 Identifying individuals’ body part expressions (e.g., 

mouth, chest), along with pain location expressions 

(e.g., upper, lower), is also necessary, since some users 

express their condition using body part and pain 

location expressions instead of symptom expressions. 

For instance, a user can post on her Twitter account, 

“pain deep inside my head,” instead of “I have a 

headache.” Relationships between body parts, pain 

locations, and symptoms are required in order to predict 

individuals’ symptoms based on their body part 

expressions and pain location expressions. 

 It is assumed that listing all body parts and pain 

locations is possible, because it is known that the 

number of body parts and pain locations are finite [78]. 

 The names of existing diseases are not used in this 

research, since this study focuses on identifying latent 

infectious diseases, including nameless new diseases. 

 A symptom list, a body part list, and a pain location list, 

along with their relationships, are therefore required for 

identifying individuals’ potential symptoms from social 

media networks. These lists make it possible to 

distinguish different diseases with finite combinations 

of different symptoms.  

 

    In this study, symptom lists, body part lists, and pain location 

lists from WebMD [79], Mayo Clinic [80], and MedlinePlus [81] 

are used as data sources. Tables 3, 4, and 5 show examples of the 

symptom list, the body part list, and the pain location list, 

respectively. These lists are used as a primary source in this study. 

The terms in a primary source can be used to identify biomedical 

terminologies from social media data. Fig. 3 shows the 

relationships between body parts (Table 4), pain locations (Table 

5), and symptoms (Table 3). For example, Fig. 3 indicates that the 

body part “chest” can be subdivided into “fore chest” and “lateral 

chest”. Fig. 3 also indicates that the symptom “bleed(ing)” can 

occur in the both the fore and lateral chest, but the symptom 

“cough” can only occur in the fore chest (not in the lateral chest). 

Nevertheless, it is assumed that only pain location expressions 

used with symptom expressions or body part expressions are 

considered in this research, because only those pain location 

expressions can be used to subdivide body parts in order to 

discover users’ different potential symptoms. For instance, a 

message, “the upper middle class has more than doubled since 

1979”, contains the term “upper” listed in Table 5 but is not related 

to the user’s symptoms or diseases. It is therefore possible to 

identify users’ potential symptoms from their social media 

messages using not only symptom expressions but also body part 

and pain location expressions. 

 

Table 3.  

An example of the symptom list 

Symptom ID Symptom expression 

1 cough 

2 bleed 

… … 

I diarrhea 

 

Table 4.  

An example of the body part list 

Body part ID Body part expression 

1 mouth 

2 chest 

Fig. 3. An example of the relationships between body parts, pain 

locations, and symptoms for “lateral chest” and “fore chest” 

 



… … 

J abdomen 

 

Table 5.  

An example of the pain location list 

Pain location ID Pain location expression 

1 upper 

2 lower 

… … 

K fore 

     

    However, keyword filtering using a symptom list (Table 3), a 

body part list (Table 4), and a pain location list (Table 5) is not 

sufficient for identifying individuals’ symptoms from social media 

messages, because social media messages contain nonstandard 

languages, such as jargon, due to the heterogeneity of writing 

formats and constraints placed by social media platforms, such as 

Twitter’s 140-character limit [20]. In addition, an individual who 

is not a biomedical professional rarely uses technical medical 

terms, especially for posting on her social media account [68]. For 

example, it may be common for a patient to post on her Twitter 

account “I have loose bowels.” instead of “I have diarrhea.” 

Nonstandard and nontechnical expressions in social media (e.g., 

synonyms from WordNet [82] or Consumer Health Vocabulary 

[83]) corresponding to the symptom, body part, and pain position 

lists in a primary source (Tables 3, 4, and 5) are therefore used as 

a secondary source to minimize a false negative. 

    Table 6 shows symptom expressions, body part expressions, and 

pain location expressions from the primary and secondary sources. 

The primary and secondary sources can be used to identify not 

only biomedical terms (i.e., the primary source) but also 

nonstandard and nontechnical terms (i.e., the secondary source) 

from social media data. Sickness/medical expressions are listed in 

Table 6 as well, because some individuals (i.e., patients) express 

their sickness or conditions using only sickness or medical 

expressions (e.g., sick, pain) instead of symptom, body part, or 

pain location expressions (e.g., I got sick yesterday). Let I, J, and 

K be the number of groups for symptoms, body parts, and pain 

locations, respectively (see Tables 3, 4, and 5). “Group” means the 

terms from the primary and secondary sources that indicate the 

same symptom, body part, or pain location. For example, the term 

“abdomen” from the primary source and the terms “stomach” and 

“belly” from the secondary source (i.e., synonyms of “abdomen”) 

belong to the same group “Body part expression J”. S1, S2, and S3 

are defined as Eqs. (1), (2), and (3), respectively. S4 is defined as 

the number of sickness/medical expressions used in this method 

(Table 6). Once the primary and secondary sources have been 

provided in a general sense, they can be applied to any conditions 

(e.g., different regions, different social media networks) without 

modification by domain experts, since the proposed method is a 

bottom-up approach.  

 

Table 6.  

Symptom expressions, body part expressions, pain location 

expressions, and sickness/medical expressions from the primary 

and secondary sources 

 Group Primary 

source 

Secondary 

source 

Symptom 

expression 

1 cough bark 

… 

2 bleed blood 

hemorrhage 

… 

… … … 

I diarrhea diarrhoea 

loose bowel 

… 

Body part 

expression 

1 mouth oral 

… 

2 chest breast 

thorax 

… 

… … … 

J abdomen stomach 

belly 

… 

Pain location 

expression 

1 upper up 

upside 

… 

2 lower down 

downside 

… 



… … … 

K fore forward 

forefront 

… 

Sickness/medical expression sick 

pain 

ill 

disease 

hospital 

clinic 

test 

… 

 

S1 = max{the number of synonyms for symptom i} , i∈{1,…,I}    (1) 

 

S2 = max{the number of synonyms for body part j} , j∈{1,…,J}   (2) 

 

S3 = max{the number of synonyms for pain location k} , k∈{1,…,K} (3) 

 

    In addition, hidden expressions about diseases, symptoms, body 

parts, or pain locations can be considered. For example, the term 

“clap” usually refers to the act of striking together the palms of the 

hands (e.g., “they always clap for us”). However, the term “clap” 

can also be used instead of gonorrhea (e.g., “I will go out to get 

tested for the clap tomorrow”) if “clap” is used with the term(s) 

contained in the primary or secondary sources (i.e., test) in social 

media. Therefore, the top L frequent terms that are not stop words 

or already contained in the primary or secondary sources, are 

identified in all messages containing any symptom, body part, or 

sickness/medical expressions in Table 6. This identification 

discovers hidden expressions of diseases or symptoms without 

prior information, such as the disease names and related 

symptoms. Table 7 shows an example of the top L frequently used 

terms for discovering hidden expressions. Domain experts can set 

L differently to satisfy Eq. (4) based on the assumption that the 

optimal number of hidden expressions (i.e., synonyms of the 

expression indicating a latent infections disease) is not greater than 

the maximum number of synonyms for symptom, body part, or 

pain location expressions in Table 6. For instance, a relatively 

large value (e.g., max{S1,,S2,S3}) less than 10 (e.g., The maximum 

number of synonyms for each symptom, body part, or pain 

location, that are identified through WordNet [82] and Consumer 

Health Vocabulary [83], is 8.) is used to set L when it is important 

to discover nameless new diseases from a given population. On the 

other hand, a small value (e.g., 0) is used to set L when it is 

necessary to decrease a false positive.  

 

Table 7.  

An example of the top L frequently used terms for discovering 

hidden expressions 

Number Frequently used term 

1 clap 

2 drip 

… … 

L clam 

     

L ≤ max{S1,,S2,S3}                              (4) 

     

    Table 8 shows an example of how to identify potential 

symptoms from social media messages. Symptom weights are 

defined as the possibilities that a message contains information 

related to each potential symptom. The summation of symptom 

weights is set to 1 for each message if the message is considered 

to indicate user’s potential symptom(s). Otherwise, it is set to 0. If 

more than one potential symptom is discovered in one message, 

symptom weights are evenly allocated to each potential symptom 

in this study, because it is assumed that each potential symptom 

has the same possibility only based on a social media message 

without symptom-related information. The user’s symptom (i.e., 

cough) can be identified from the first tweet in Table 8, since the 

tweet contains the keyword “cough.” Thus, a symptom weight 1 is 

allocated to the symptom “cough”, since it is the only symptom 

that is discovered from the first tweet. While the second tweet in 

Table 8 does not contain any symptom keywords, five potential 

symptoms, including “cough” and “bleed,” can be identified by the 

body part keyword “breast,” the pain location keyword “fore,” and 

their relationship (see Fig. 3). Therefore, a symptom weight 1/5 is 

allocated to five symptoms, including “cough” and “bleed”, 

respectively. However, the fourth tweet is not considered to 

indicate potential symptoms, since pain location expressions 

without symptom or body part expressions cannot give disease-

related or symptom-related information. Messages may not 

contain specific symptom or body part keywords, but if they 

contain an individual’s sickness or medical expressions (e.g., the 

fifth tweet in Table 8) or any of L frequent terms (e.g., the sixth 



tweet in Table 8), they are not disregarded, since they can have 

potential symptom information for individuals. Because it is 

assumed that all potential symptoms can occur in the individual 

who wrote the message, symptom weight 1/I is allocated to all 

potential I symptoms in these cases. 

 

Table 8.  

An example of potential symptom identifications from social media messages 

Original tweets Symptom weight Body part Pain location Sickness/m

edical 

expression 

Frequent 

term 
1. 

cough 

2.     

bleed 

… I. 

diarrhea 

1. 

mouth 

2. 

chest 

… J. 

abdomen 

1. 

upper 

2. 

lower 

… K. 

fore 

Been so sick the 

last few days I 

have such a bad 

cough ah it's no 

fun I hope 

you're all doing 

well! 

1 0 … 0   …    …    

I just did some 

sick in my 

front breast 

1/5 1/5 … 0  √ …  √  …  √  

When the gym 

is closed but it's 

chest day 

1/7 1/7 … 0  √ …    …    

Lower prices, 

more jobs, more 

trade 

0 0  0      √     

I got sick 

yesterday 

1/I 1/I … 1/I   …    …  √  

I will go out to 

get tested for 

the clap 

tomorrow 

1/I 1/I … 1/I   …    …  √ √ 

… … … … …   …  … … … …   



  However, the keyword “test” from Table 6 may be used as a 

symptom-related expression (e.g., the sixth tweet in Table 8), but 

it can be used as a non-symptom-related expression as well (e.g., 

“we test the microphone.”). While the third tweet in Table 8 

contains the body part keyword “chest” and symptom weights are 

allocated to the tweet, it is not actually related to the user’s 

symptoms or diseases. Those cases above can increase false 

positives. 

    In this study, co-occurrence analysis is employed to reduce false 

positives without training data or prior information as follows. 

Table 9 shows an example of co-occurrence analysis. First, if the 

term “rhinorrhea” and first person singular pronouns (i.e., I, me, 

my, mine, myself) co-occur in the same message (e.g., the fifth 

tweet in Table 9), it is assumed that the probability that the 

message indicates a user’s symptoms is higher than the probability 

that other messages containing only the term “rhinorrhea” indicate 

a user’s symptoms. This assumption occurs, since this research 

focuses on discovering users’ symptoms instead of their friends’ 

symptoms or general disease-related information, and first person 

singular pronouns are more frequently used in social media when 

the user is unstable [84,85]. Thus, a weighting factor α is assigned 

to the fifth tweet in Table 9. α is set to 1.802 as the default for 

Twitter data. Recent research has shown that there is an 80.2% 

higher probability that a social media message with first-person 

singular pronouns is written by a new mother with postpartum 

depression than a social media message that does not contain first-

person singular pronouns,  if it is assumed that Twitter is used for 

their social media [85,86].  

 

Table 9.  

An example of co-occurrence analysis (α: weighting factor for the 

first person singular pronouns, β: weighting factor for term co-

occurrence) 

User Period Original tweet First person 

singular 

pronoun 

Term co-

occurrence 

1 1 it seems to have 

chest pain 

 β 

2 2 throat currently 

feels like someone 

shoved sandpaper 

down it... cough 

syrup why you no 

help 

 β 

2 2 have to go to the 

hospital 

 β 

4 5 When the gym is 

closed but it's chest 

day 

  

5 4 I have rhinorrhea 

today 

α  

 

Fig. 4. Time periods for social media data based on EMR 

availability (P1: EMRs available, P2: EMRs not available, td: the 

last time the individuals are diagnosed.) 

 Fig. 5. An example of clusters indicating existing diseases for P1 

and new symptom weighting vectors for P2 (Object 1: a vector 

for User 1 in Period 1, Object 2: a vector for User 2 in Period 2, 

Object 3: a vector for User 10 in Period 10, Object 4: a vector for 

User 1 in Period 11, Object 5: a vector for User 13 in Period 13, 

Object 6: a vector for User 15 in Period 13) 

 



    In addition, if the terms “chest” and “pain” from Table 6 co-

occur in the same message (e.g., the first tweet in Table 9), it is 

assumed that the probability that the message indicates a user’s 

symptoms is higher than the probability that other messages 

containing only “chest” or “pain” indicate a user’s symptoms, 

because a message containing more than one keyword is more 

informative than a message containing just one keyword [87]. 

Suppose that the third tweet in Table 9 contains only one term (i.e., 

hospital) from Table 6 without any first person singular pronouns. 

A weighting factor can also be applied to the message, if the 

message and other messages that have a high probability of 

indicating a user’s symptoms (i.e., the first or second tweet in 

Table 9) are written by the same user in the same period (e.g., the 

same month where t=one month). Thus, weighting factor β is 

assigned to the first, second, and third tweets in Table 9. β is set to 

1.524 as the default based on Miller et al.’s [88] finding that 

considering term co-occurrence in the same sentence improve 

sense identifications for open-class words by 52.4%. It is therefore 

possible to classify all messages that have negative or neutral 

sentiments based on their potential symptom weights and co-

occurrence analysis, as shown in Table 10. A symptom weighting 

vector is available for each individual for a certain period of time 

based on the message classification results in Table 10. Table 11 

shows an example of how to create a symptom weighting vector 

that is normalized by the total number of tweets (i.e., 27) written 

by User 1 during Period 1 multiplied by α·β (i.e., the maximum 

possible summation of symptom weights for each symptom). 

 

 

Table 10.  

An example of a classification of all messages having negative or neutral sentiments based on their (potential) symptom expressions and 

co-occurrence analysis 

User Period Total number 

of tweets 

Original tweet Symptom weight First 

person 

singular 

pronoun 

Co-

occurrence 
1. 

cough 

2.     

bleed 

… I. 

diarrhea 

1 1 27 I got sick yesterday 1/I 1/I … 1/I α β 

it seems to have chest pain 1/7 1/7 … 0  β 

… … … … … … … 

… … … … … … … … … 

11 34 so sick of wasting my time 1/I 1/I … 1/I α  

I go to home after this busy/terrible day 0 0 … 0 α  

… … … … … … … 

… … … … … … … … … … 

Table 11.  

An example of how to create a symptom weighting vector for User 1 in Period 1 

User Period Total number 

of tweets 

Original tweet Symptom weight 

1. cough 2. bleed … I. diarrhea 

1 1 27 I got sick yesterday α·β /I α·β /I … α·β /I 

it seems to have chest 

pain 

β/7 β/7 … 0 

… … … … … 

A normalized symptom weighting vector (α·β /I + β/7+ …)/(27·α·β) (α·β /I + β/7+ …)/(27· α·β)   (α·β /I + 0+…)/(27·α·β) 



Table 12. 

An example of the individuals’ weighting vectors that are subdivided based on P1 and P2, where t: the time between Period 10 and Period 

11 

User Period A normalized symptom weighting vector EMRs 

1. cough 2. bleed … I. diarrhea 

1 1 P1 0.35 0.01  0.14 Influenza 

…. … … …  … … 

2 2 0.37 0.00  0.19 Influenza 

… … … …  … … 

10 10 0.00 0.01  0.00 (Absence of disease) 

1 11 P2 0.00 0.01 … 0.00 Not available 

… … … … … … … 

13 13 (present) 0.40 0.03 … 0.18 Not available 

… … … … … … … 

15 13 (present) 0.33 0.54 … 0.01 Not available 

… … … … … … … 

3.3 Latent infectious disease discovery 

 

    Biomedical professionals can investigate individuals who are 

predicted to have abnormal symptoms and latent infectious 

diseases based on their symptom weighting vectors. Symptom 

weighting vectors, which are created by social media data until the 

last time the individuals are diagnosed (i.e., when EMRs are 

available: P1 in Fig. 4) and validated by real medical records, can 

be used as clustering symptom weighting vectors that indicate the 

same existing disease (e.g., influenza). For methodological 

convenience, the “absence of disease” can also be considered as 

just one of the diseases in this step. Those symptom weighting 

vectors can be applied to not only individuals who have been 

diagnosed during P1, but also individuals who have not been 

diagnosed during P1. This application is possible, because a 

disease can be characterized by different symptom combinations 

for different individuals [2,76], and symptom weighting vectors 

are already normalized in the previous step (see Table 11). In 

addition, the symptom weighting vectors that indicate existing 

diseases are not labeled training data, since this research aims to 

discover latent infectious diseases instead of existing diseases. 

Prior information (e.g., EMRs for latent infectious diseases, the 

names of diseases, related symptoms) for labeling training data is 

unavailable in this study. If the similarity between 1) a new 

symptom weighting vector v, which is created using social media 

data after the last time the individuals are diagnosed (i.e., when 

EMRs are not available: P2 in Fig. 4) and 2) a cluster C, which 

contains symptom weighting vectors (created during P1 in Fig. 4) 

indicating an existing disease D, is less than a similarity criterion 

δ (i.e., greater than a dissimilarity criterion 1-δ), biomedical 

professionals should investigate the individual who corresponds to 

the new symptom weighting vector v in order to diagnose potential 

latent infectious diseases. The average linkage clustering is used 

as the distance between a cluster C and a new symptom weighting 

vector v (D(C, v)) as Eq. (5), since it is assumed that the centroid 

of the cluster C represents the symptom weighting vector for an 

existing infectious disease D.  

 

𝐷(𝐶, 𝑣) =
1

|𝐶||𝑣|
∑ ∑ 𝑑𝑖𝑗

𝑗=𝑣𝑖𝜖𝐶

=
1

|𝐶|
∑ 𝑑𝑖𝑣

𝑖=𝐶

               (5) 

 

    Based on the recent text mining research, δ is set to 0.8 as the 

default with a cosine similarity (i.e., the cosine similarity value 0.8 

used for clustering topic vectors) [89].  

    Table 12 illustrates an example of the individuals’ weighting 

vectors, which are subdivided based on P1 and P2 in Fig. 4. Fig. 5 

shows an example of clusters that indicate existing diseases for P1 

(i.e., “influenza” and “absence of disease”) and new clustering 

objects (i.e., new symptom weighting vectors for P2). Objects 1, 

2, and 3 indicate symptom weighting vectors for User 1 in Period 



1, User 2 in Period 2, and User 10 in Period 10, respectively, in 

Table 12 (P1). In addition, Objects 4, 5, and 6 indicate vectors for 

User 1 in Period 11, User 13 in Period 13, and User 15 in Period 

13, respectively, in Table 12 (P2). For instance, biomedical 

professionals should examine User 15 in order to determine 

whether or not she had a disease(s) with symptoms that include 

“cough” and “bleeding”. Biomedical professionals should also 

determine if the similarity between her weighting vector for Period 

13 (present) and any weighting vector indicating an existing 

disease(s), including the “absence of disease,” is less than a 

similarity criterion δ (i.e., greater than a dissimilarity criterion 1- 

δ (Fig. 5)). Figs. 6 and 7 illustrate a process example of the overall 

method and show how to a create symptom weighting vector for 

User 1 in Period 1 (i.e., the magnified dotted box in Fig. 6), 

respectively. 

 

4. Application 

 

    This section provides a case study involving real EMRs and 

social media data to verify this work. Experiments are conducted 

on an i5-750 processor with 4.00GB RAM using Python 2.7.12. 

The case study identifies one infectious disease (i.e., influenza) in 

Fig. 6. A process example of this study 

 

Fig. 7. A process example of how to a create symptom weighting vector for User 1 in Period 1 (i.e., the magnified dotted box in Fig. 7) 

 



a given location (i.e., Centre County, Pennsylvania). Therefore, 

the number of clusters are two (i.e., “influenza” and “absence of 

disease”), in this case study (see Fig. 5). The Fox stop list [90] and 

the Porter stemming algorithm [91] are used for removing stop 

words and stemming, respectively. The default values are used for 

setting α, β, and δ in the case study (α=1.802, β=1.524, δ=0.8).  

    Symptom lists, body part lists, and pain location lists provided 

by WebMD [79], Mayo Clinic [80], and MedlinePlus [81] are used 

as a primary source for the symptom list, body part list, and pain 

location list for this case study. The numbers of symptoms (I), 

body parts (J), and pain locations (K) are 87, 37, and 9, 

respectively. Synonyms of terms on a symptom list, a body part 

list, and a pain location list obtained from WordNet [82] and 

Consumer Health Vocabulary [83], along with 17 

sickness/medical expressions from Consumer Health Vocabulary 

[83] (i.e., “sick,” “pain,” “ill,” “disease,” “hospital,” “clinic,” 

“test,” “ache,” “damage,” “dysfunction,” “chronic,” “disorder,” 

“injury,” “discomfort,” “abnormal,” “health,” “medical”), are used 

as a secondary source. 

    EMRs from August 2012 to May 2013 (10 months) for 104 

individuals who were diagnosed with influenza from the Penn 

State’s Health Services and had used their Twitter accounts in the 

same period serve as voluntary participants in the case study [31]. 

All 104 participants were residents of Centre County, 

Pennsylvania. Data collection was approved through Penn State’s 

IRB (approval #41345). EMRs only indicate which month an 

individual was diagnosed with influenza. Table 13 illustrates 

EMRs used in this case study and “√” indicates that the individual 

was diagnosed with influenza during the period. EMRs for 

influenza (instead of EMRs for latent infectious diseases that are 

not available) are only used to serve as ground truth validation. An 

actual implementation of the method would not require real EMRs, 

since this research aims to identify latent infectious diseases much 

earlier than waiting until EMR access. 

 

Table 13.  

EMRs used in this case study (√: The individual was diagnosed 

with influenza.) 

Individual Aug. 2012 Sep. 2012 Oct. 2012 … May. 2013 

1    …  

… … … … … … 

10  
√ √ 

…  

… … … … … … 

104    …  

 

    Twitter data (i.e., all 104 participants’ tweets) from August 2012 

to May 2013 are used in the case study as well [31]. The Twitter 

API is used for data extraction from all 104 Twitter accounts. A 

filter limits the Twitter data acquisition process to the most recent 

3,000 tweets for each user [71]. Only timestamps and textual 

information of each tweet are extracted using user IDs as a further 

filter. The extracted information is stored in compressed text files, 

yielding the total size of 31.8 MB (37,599 tweets with user and 

temporal information). In order to compare EMRs based on the 

same unit of time, t is set to one month. In this case study, Twitter 

data from August 2012 to January 2013 (i.e., P1 in Fig. 4) are used 

to create symptom weighting vectors for influenza, based on 

symptom weighting vectors of individuals who were diagnosed 

with influenza. On the other hand, Twitter data from February 

2013 to May 2013 (i.e., P2 in Fig. 4) are used for validating this 

study (i.e., unseen data for validation). 

 

5. Experiments and results 

 

    Among a total of 37,599 tweets, 14,501 tweets containing 

positive sentiments are removed through unsupervised sentiment 

analysis. Among 23,098 tweets containing neutral or negative 

sentiments, only 8,877 tweets are considered to have potential 

symptom-related information based on the primary and secondary 

sources.  

    An F1 score, which is often used in the field of information 

retrieval, along with precision and recall, is used for validating this 

study using Twitter data and ground truth data (EMRs), because 

the presence of a disease (i.e., influenza in this case study) is 

considered more important than its absence (i.e., asymmetric), and 

an F1 score is not affected by the value of true negatives [92]. Both 

precision (i.e., a positive predictive value (PPV)) and recall (i.e., a 

true positive rate (TPR)) are important in latent infectious disease 

discovery, because low precision (i.e., a high false positive rate) 

can cause excessive medical expenses and low recall (i.e., a high 

false negative rate) can cause growing number of patients due to 

infectiousness of the diseases. A negative predictive value (NPV) 

is also used to validate the effects of true negatives that are not 

used in an F1 score, precision, and recall. If the cosine similarity 

between the centroid of the cluster containing the symptom 

weighting vectors for influenza (created during P1 in Fig. 4) and 



each individual’s symptom weighting vector during P2 in Fig. 4 is 

greater than δ, the individual is predicted to have influenza during 

that period. A default value is used to set δ (i.e., 0.8). Different 

values of L, ranging from 0 to 8, are used, because the maximum 

value of L (i.e., max{S1,,S2,S3}) is 8 (i.e., the number of synonyms 

of the symptom “swelling” (“swell,” “dropsi,” “hydrop,” 

“oedema,” “lump,” “edema,” “bulg,” and “tumefact” after 

applying stemming)) in this study. Table 14 indicates the top eight 

most frequently used terms. According to Table 14, these terms 

are related to time (i.e., “year,” “time,” “day,” “today”) or daily 

life (i.e., “game,” “people,” “college”). In this case study, it is 

postulated that individual’s symptom or sickness expressions often 

accompany temporal or daily life expressions. 

 

Table 14.  

The top eight most frequently used terms 

Rank Term Rank Term 

1 year 5 people 

2 game 6 college 

3 time 7 today 

4 day 8 watch 

 

    Sensitivity analysis is implemented to validate the performance 

of this study with real EMRs, instead of comparing the results with 

other existing methods, since the proposed method is a bottom-up 

approach to identify latent infectious diseases from social media 

data without prior information (e.g., predetermined disease-related 

keywords or human-labeled training data). In order to quantify the 

effects of both first person singular pronouns and term co-

occurrence, four cases, which are (1) not considering both first 

person singular pronouns and term co-occurrence (i.e., α=1 and 

β=1), (2) only considering first person singular pronouns (i.e., 

α=1.802 and β=1), (3) only considering term co-occurrence (i.e., 

α=1 and β=1.524), and (4) considering both first person singular 

pronouns and term co-occurrence (i.e., α=1.802 and β=1.524), are 

run with a different L (from 0 to 8) in the case study. The running 

time for each run is less than one minute. Table 15 indicates the 

precision, recall, NPV, and F1 score results for each case. Figs. 8, 

9, 10, and 11 show the precision, recall, NPV, and F1 score results, 

respectively. 

 

Table 15.  

The precision, recall, negative predictive value (NPV), and F1 

score results for each case (cases: sorted in descending order by 

the average F1 score, underlined values: the highest values) 

Case L Precision Recall NPV F1 score 

(4) 

α=1.802 

(default),  

β=1.524 

(default) 

0 0.773 0.680 0.098 0.724 

1 0.773 0.680 0.098 0.724 

2 0.773 0.680 0.098 0.724 

3 0.739 0.680 0.099 0.708 

4 0.739 0.680 0.099 0.708 

5 0.708 0.680 0.100 0.694 

6 0.708 0.680 0.100 0.694 

7 0.708 0.680 0.100 0.694 

8 0.708 0.680 0.100 0.694 

Average 0.725 0.680 0.099 0.702 

(2) 

α=1.802 

(default),  

β=1 

0 0.625 0.600 0.125 0.612 

1 0.625 0.600 0.125 0.612 

2 0.625 0.600 0.125 0.612 

3 0.625 0.600 0.125 0.612 

4 0.625 0.600 0.125 0.612 

5 0.625 0.600 0.125 0.612 

6 0.625 0.600 0.125 0.612 

7 0.625 0.600 0.125 0.612 

8 0.625 0.600 0.125 0.612 

Average 0.625 0.600 0.125 0.612 

(3) 

α=1,  

β=1.524 

(default) 

0 0.636 0.560 0.134 0.596 

1 0.609 0.560 0.136 0.583 

2 0.609 0.560 0.136 0.583 

3 0.609 0.560 0.136 0.583 

4 0.609 0.560 0.136 0.583 

5 0.583 0.560 0.138 0.571 

6 0.583 0.560 0.138 0.571 

7 0.583 0.560 0.138 0.571 

8 0.583 0.560 0.138 0.571 

Average 0.600 0.560 0.137 0.579 

(1)  

α=1,  

β=1 

0 0.565 0.520 0.148 0.542 

1 0.565 0.520 0.148 0.542 

2 0.565 0.520 0.148 0.542 



3 0.565 0.520 0.148 0.542 

4 0.565 0.520 0.148 0.542 

5 0.565 0.520 0.148 0.542 

6 0.565 0.520 0.148 0.542 

7 0.565 0.520 0.148 0.542 

8 0.565 0.520 0.148 0.542 

Average 0.565 0.520 0.148 0.542 

 

    According to Table 15 and Figs. 8, 9, 10, and 11, the proposed 

method that considers both first person singular pronouns and term 

co-occurrence (i.e., Case (4)) provides better precision, recall, 

NPV, and F1 score values than Case (1), Case (2), and Case (3), 

regardless of the value of L. Table 15 also shows that the highest 

value of F1 score is 0.724 (Case (4) where L=0, 1, or 2). Table 16 

illustrates F1 scores of previous studies and this work in relation to 

disease-related information retrieval from Twitter data, in order to 

evaluate the performance of this work on a qualitative basis.  

 

Table 16.  

F1 scores of previous studies and this work on disease-related 

information retrieval from Twitter data 

Reference Disease-related 

keywords 

Human labeled 

training data 

(Highest) F1 

score 

[21] Required Required 0.902 

[26] Required Not required 0.823 

[19] Not required Required 0.635 

[32] Not required Required 0.770 

[68] Not required Required 0.721 

Ours Not required Not required 0.724 

 

    Table 16 shows that this study is useful to identify latent 

infectious diseases in early stages without 1) disease-related 

keywords (i.e., the term “influenza” and its synonyms in this case 

study) or 2) human labeled training data in comparison with F1 

scores from previous studies that use disease-related keywords or 

human labeled training data. The effects of both first person 

singular pronouns and term co-occurrence are not negligible, since 

they can be used for improving identification performance (i.e., 

precision, recall, and F1 score values in this case study). Future 

work will investigate possible weighting factors, other than first 

person singular pronouns (α) and term co-occurrence (β) used in 

this research, based on social media semantic analysis that give 

Fig. 10. The NPV results for each case 

 

Fig. 11. The F1 score results for each case 

 

Fig. 8. The precision results for each case 

 

Fig. 9. The recall results for each case 

 



better values of precision, recall, and F1 score than the current 

results (Table 15).  

    Table 15 indicates that the value of L does not affect the 

precision, recall, NPV, and F1 score values when term co-

occurrence is not considered (i.e., Case (1) and Case (2)), since the 

top L frequently used terms can only be used when they co-occur 

with terms in the primary or secondary source (see Table 6) by 

definition in Section 3.2.2. Table 15 and Fig. 9 show that the value 

of L does not affect the values of recall for all cases. In addition, 

according to Table 15 and Figs. 8 and 11, the precision and F1 

score values decrease as the value of L increases when term co-

occurrence is considered (i.e., Case (3) and Case (4)). In the same 

manner, Table 15 and Fig. 10 indicate that the NPV values increase 

as the value of L increases when term co-occurrence is considered. 

This means that the L top frequently used terms in this case study 

are not beneficial to discover potential diseases (i.e., influenza, 

instead of nameless new diseases, in this case study). It is 

postulated that all of the top eight most frequently used terms in 

this case study (e.g., year, game) do not directly relate to an 

individual’s sickness or condition, so they can increase false 

positives, along with a term co-occurrence weighting factor β. 

Nevertheless, the top most frequently used terms can be useful for 

biomedical professionals as references when investigating hidden 

expressions for nameless new diseases. 

    According to Table 15, the recall values are relatively less than 

the precision values, even for the highest values that are underlined 

in Table 15. Based on Twitter data used in this case study, it is 

postulated that 1) some users rarely use their social media accounts, 

2) some users only use their social media account for sharing news 

or information (e.g., retweets), or 3) some users do not tend to 

share their sickness or condition with others. Future work will 

present how to increase the recall values when considering social 

media user tendencies, since the recall values are related to the 

patient’s growth rate due to infectiousness of the diseases. A 

symptom allocation method that creates weighting vectors will be 

also proposed to allocate symptoms when considering symptom 

incidence rates instead of the equal allocation used in this method 

(e.g., the second, third, fifth, and sixth tweets in Table 8), in order 

to improve the precision values, since the precision values are 

related to medical expenses (i.e., the cost of misdiagnosis). 

 

6. Conclusion and future work  

     

    The authors present a method to discover latent infectious 

diseases without given information, such as the name of diseases 

and their symptoms. The proposed unsupervised machine learning 

model identifies latent infectious diseases in a given location using 

user, textual, and temporal information in social media data. 

    The proposed research is comprised of four main steps. First, 

user, textual, and temporal information are extracted from social 

media data, and data preprocessing is exploited. Unsupervised 

sentiment analysis is then implemented, and users’ expressions 

about symptoms, body parts, and pain locations are discovered 

from social media data. An unsupervised-based method is then 

presented to create symptom weighting vectors for each individual 

and time period based on an individual’s sentiments and 

expressions. Finally, latent-infectious-disease-related information 

is identified from individuals’ symptom weighting vectors. 

    A case study involving EMRs and Twitter data is used to 

validate this work. It is concluded that this research, which uses 

social media data, can identify latent infectious diseases without 

prior information in a short period of time (e.g., less than one 

minute, in this case study). Domain experts (i.e., biomedical 

professionals or biomedical data analysts) can set α, β, and δ 

differently based on different social media networks or similarity 

measures, instead of the default values (i.e., α=1.802, β=1.524, 

δ=0.8) used in this case study. 

    Future work will include theoretical approaches on how to 

improve the performance (i.e., precision, recall, NPV, and F1 

score) of the proposed method which identifies latent diseases 

using social media data. The authors will also present a method to 

improve the accuracy of identifying latent infectious diseases 

when considering social media user information (e.g., gender, age, 

posting frequency). A research expansion to identify latent 

infectious diseases where individuals in a given population cannot 

use social media due to their symptoms (e.g., serious eye or hand 

damage) will be considered in future research as well. 
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